
226/02 : Discrete Walks



Centents :

a) Invariant subspaces for <P,G

b) Sigenvalues

) Incidence matrices

a) Perfect state transfer



Invariant subspaces



Let P & & be two projections on DM

We want spectral information for U-(2P-1)(20-1). We
- -

work in the algebra o = <P, &3 = <R. C).

Lemma 16 POP are projections on DM , then CM is the

direct sum of 1- & 2-dimensional -invariant subspaces.

L



Proof. A 1-dimensional invariant subspace is spanned

by a common eigenvester for P... Let W be the

orthogonal complement to the span of thecommon

eigenvectors, we decompose it into 2-dimensional subspaces.

/ Since P46 are Hermitian , W is -invariant
.

cuhyi)

Note that GPG is Hermitian and so W is spanned by

eigenvectors for GPP.



There are two cases according as 9PG in zero on W or not.

Assume first that GPG ismot gero on W. Then there is

is a menozho vectory such that 900 =M3 & MHO

So
*D3 = 4. 8P4z = GPPz = My <

and hence G -z and

GPz = QPGz = ing

Therefore the subspace spanned <z, P33 is of-invariant.



We treat the case where GPG is ye on W. It & is

zero on W ,
then <P, 9)=<P) m W and therefore We

has a basis of eigenvectors for 10. 9) . So G is notgroon W

She eigenvalnes of
and hence there isa in W such that Gz =z -

C

& are 0 & 1
.)

As 9Pz = &P43= 0 , we see that the span of Ez, Py) is

>Q) - invariant.



Bigenvalues



Our next step is to work out the eigenvalues of U.

Because U is unitary , its eigenvalues are complex with

norm one
,
so the real eigenvalues ofL can only be bor-1.

There are matrices L & M with erbhonormal

columns s. t. P-L* , G-MM*. Let y be an

eigenvester for M*PM and set z = Ly

949-
opm



P= L* G = MMS

y
- eigenvector for MPM

z := My

Claim The following matrices are positive

semidefinite
,
and have the same nonger

eigenvalues with the same multiplicities.



PG - PGP

PG" - GPG
GP- PG= 10- L

*

GL&
PMM* - M*pp) theseAwee ee

If M is a square mabrix . UMI := sup 3 a*M23.
((((/

We have IIMNs /MINN . If M is Hermitian,

then HM1
, equals the spectral radius of M



/spectral radius
Claim 18 P& G are projections, then /P9) -1 .

y

Proof Let eMM) be the spectral rading of the matrix M.

Define IMly to be sup[Mul: Ill, = 1). Then IIMN < IIMll
, UNI

18 P is a projection on a Hilbert space , then

< Pa
,
(I-P)c) = O

and so (n,) = < Pu + (EP)n , Pu + (loP)x) = <Pn,Pn) + <(EP3n,[-P)n]
2



This implies that Pull,s) and so 1012 - 1.

16 G is a projection as well, then

HP 911 , = /IP1
,
IIQI -> I.



Assume y is an eigenvector of M*PM and3:=My.

Claim 1
.

If M
*

PMy =4 , then ye im (P)Mim (4)

Proof If MPMy = y, then

y
* *

25-P)My = y
*Amy - y*MPMy = 0M

and
,
as I-P30

,
it follows that (I-P)My- C

and My sim(P). Since GMy-MM
P

My = My

we have My Sim(G).



Claim 2 .

If M
*

PMy =C, then My cher(P) im (4)

Proofo - y8M
*
PMy and PMy = 0.

So Myther(P). As before
, QMy-My e im (8)

Note that in case (1) . Us =3

and
,
in case (i)

. Uz = -z.

/



why? (see caim)
Claim 3.. Assume M**My-my with 0 sys1 and

20010)= <M -1. Then

(cn 10)+1)z - (e'P+ 1) Pa

is an eigenvestor forl with eigenvalue in

and

110) )y - (20+1) Py

is an eigenveber for Uwith eigenvalue eit.



Proof Suppose M*PMy-my (O <N < 1).

Then

&3 = MM P.My = My =3

QP3 = MM
*

PMy = iMy = My

and therefore spanezilgy is <P, G) invariant.

From this
,
one deduces that -C

U(3 P3) = (3 Ps)( N. . -(4M - )++
-



With2- = n0(p) , we find that the

tigenvalues of Care etic. With more work,

one sees that the eigenvectors of 1 on

span 3g . Pg3 are as given. -

Carollary The eigenvalues of U are determined by the

eigenvales of M*PM (where Mm
*
=Q) E



It is also possible to comput the eigenvalue

multiplicities, see Hithan's thesis for details.

..



CYoomany) Incidence matrices



Let X be akregular graph on in vertices. Then

we have various incidence matrices describing relations

between vertices
,
edges a arcs.

De ves - are starting on u mank

O. use ares ending on u nxnk
L

E rxe + edges nxnk/

M arcs a edges nk =ul



We see that D is the characteristic mabrix of the

partition of ares by initial vertex...

Lemme B! = Inj
(a) R = MMT- 1

DR = Oh

(b) ( = 10G = DD - Ie E

Define
piKi= teM, Li=
*

-, S = L'1
.

6d

awasy edges awcs4049
~8 x edges



Lemma SS' = <*B =it (A+d]). E

~

[ Y = Did

B
B

j



Theorem Assume X is dregular andU gives the are reversal

walk on X .
Then the multiplicities of the non-real eigenvalues

of U sum to 2n4 isX is bipartite and to 2n-2 otherwise:

18 is an eigenvalue ofX, net Ed and <(p) = *, and y

is an eigenvector for > , then

(D) - - H10 D!) y

is an eigeneber for U with eigenvalee*i0. &



Line digraphs



18 X is a directed graph , the fine digraph (O(X)

is the directedgraph with the arcs of X as vertices

and with an are from (a, b) to (d) if a only it

b-c . (We could allow loops, but nothing much changes,

so we don't

Note that we have ares (a
, b)> (b, a) . If We

disallow these
, we have a strict line digraph :



As for undirected graphs, we have incidence matrices

Do and Of with the same definition.

Lemma We have Di0 = A
. (LO(X) and DOY = Al).

Hence1 & L0(X) have the same non-zero eigenvalues

with the same multiplicities.
walk

The transition matrix for an arc-reversal is a

weighted adjacency mabrio for LO(X).



Non-backtracking walksA walk in a graph is

new-backtracking if it has no subsequences of the

for aba
. We can view a non-backtracking walk

as a sequence of ares such that if (ab) & (d)

are consecutive then bec and da . Hence it may be

viewed as a walk on the strict line digraph of X,

which has adjacency matrix AllO()) -R


