Determination of the index of refraction of anti-reflection coatings
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Abstract. In this paper we investigate the inverse determination of a space-wise dependent index of refraction of a dielectric obstacle. Such a dielectric specimen could be an optical anti-reflection coating structure as is used in various optical instruments. The mathematical model is based on solving an inverse coefficient identification problem for the one-dimensional Helmholtz equation. The numerical method and solution are first validated in terms of accuracy and stability for a benchmark test example, after which the technique is applied to a case study concerning inverting real experimentally measured reflectance data supplied by Oxford Advanced Surfaces Ltd. A better fit to the data is obtained when a continuous index of refraction is sought, rather than a piecewise constant function, as in previous studies.
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1 Introduction

In recent years, anti-reflection coatings (ARC’s) have become a key and vital feature for high-efficiency silicon solar cell design, see [24], [12], and the review by [4]. They are also widely used to increase transmission and reduce glare resulting from window coatings in a diverse range of industries such as photovoltaics, buildings, displays, and ophthalmics. ARC’s currently in use enhance the transparency of certain surfaces by the introduction of a smooth and gradual change in effective refractive index between two media, see Figure 1. This results in improved efficiency of some commercial architectural glazing and solar collectors. As a possible alternative technology, much can be learnt from optical biomimetics by looking at the antireflective optical nanostructures found in insect eyes; unfortunately, antireflection has not yet benefitted from such a technology transfer, see [25].
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In the simplest setting, the reflection from any given interface at normal incidence is related to the ratio of refractive indices of the materials forming the interface and is characterised by the % reflectance given by \(100\left(\frac{n_0 - n_s}{n_0 + n_s}\right)^2\), where \(n_0\) is the refractive index of the first layer (air) and \(n_s\) is the refractive index of the second layer (window), see [27] and [12]. Thus, for a crown glass window, \(n_0 = 1\) and \(n_s = 1.52\) giving a reflectance at normal incidence of 4.3% per surface, i.e. a total reflectance of 8.6% from the window. In order to minimize or remove this reflectance completely a further layer of refractive index \(n_1\) is coated onto the window such that reflections from the air/coating and coating/window interfaces undergo destructive interference to the greatest possible extent. In this case, for a certain wavelength \(\lambda\) related to the film thickness \(d\), namely if \(\lambda = 4dn_1\), and if \(n_1 = \sqrt{n_0n_s}\), see [27] and [12] and later on Example 4.1 of Section 4, it is possible that the reflection becomes zero. Thus, for example, at a normally incident wavelength of 550\(nm\) (green light) a perfect ARC on a crown glass window will have a thickness of 112\(nm\) and a refractive index of 1.23. However, this assumes that the refractive index is constant throughout the thickness of the coating. If the experimental reflectivity curves deviate from those predicted by this simplified homogeneous single layer model this is indicative of some refractive index gradient within the film. However, there is no way to measure this gradient directly. The gradient is important as it provides useful information regarding the relationship between the optical and mechanical properties of the ARC.

In the optical coating synthesis problem, the unknown refractive index is varied in space, either continuously or piecewise, so as to approximate the spectral characteristics, such as the transmission or reflection coefficient, with the desired accuracy. The solution of this problem in turn can then be used to optimize the design of optical coatings. The difficulty in solving this inverse problem comes from the fact that it is ill-posed; for example, the solution may be non-unique and widely different refractive indices may have close spectral characteristics, or the solution may be unstable, i.e. small errors in the spectral characteristics measurements can cause large errors in the retrieved refractive index.

## 2 Mathematical Formulation

In this section we formulate a class of inverse scattering problems in one dimension for the determination of index of refraction of a scatterer, i.e. the optical coating, from scattering data, i.e. the reflection coefficient.

Consider the wave refraction propagation initiated by a transverse wave in which the electric and magnetic fields are at right angles to each other, and to the direction of propagation which is taken as the \(x\)–axis, incident from \(x = -\infty\) of the form \(u_{inc}(x) = e^{ik_0x}\), where \(k = \omega/c\) is the free-space wavenumber, \(\omega\) is the frequency, \(c = 1/\sqrt{\varepsilon_0\mu_0}\) is the speed of light, \(\varepsilon_0\) and \(\mu_0\) are the permittivity and magnetic permeability of the air free-space, respectively, \(n_0 = 1\) is the refractive index of the outside air environment. The wave impinges on a dielectric graded-index obstacle of
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known thickness $d > 0$ and unknown refractive index $n(x)$, in contact with an infinitely thick glass substrate absorbing material of uniform index of refraction $n_s = 1.52$, see Figure 1 for $\theta = 0$ angle of incidence. Upon imposing the continuity at the interfaces $x = 0$ and $x = d$, from the time-

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure1.png}
\caption{(a) A schematic diagram of an anti-reflection coating of thickness $d$. When $p_a$ and $p_b$ are an angle of $\pi$ out of phase and have equal amplitude, the magnitude of the reflected wave is zero. (b) An electron micrograph of a cross section of an anti-reflection coating on glass.}
\end{figure}

harmonic Maxwell’s equations one obtains that the $y$-component $u(x)$ of the electric field satisfies
the following second-order, non-dimensionalised, boundary value problem, see [8],

\[ u''(x) + \beta^2 \epsilon(x) u(x) = 0, \quad x \in (0,1), \]  

\[ u'(0) + i n_0 \beta u(0) = 2i n_0 \beta, \]  

\[ u'(1) - i n_s \beta u(1) = 0, \]  

where \( \epsilon(x) = n^2(x) \) is the dielectric permittivity of the optical coating, \( \beta = kd = 2\pi d/\lambda \) is the non-dimensionalised wavenumber, and \( \lambda \) is the wavelength. We wish to solve the inverse problem of determining \( \epsilon(x) \) (and hence \( n(x) = \sqrt{\epsilon(x)} \)) from the reflection coefficient measurements

\[ R(\beta) := u(0) - 1, \quad \text{for} \ \beta \in [\beta_{\text{min}}, \beta_{\text{max}}]. \]  

One could also attempt to measure the transmission coefficient

\[ T(\beta) := u(1)e^{-in_s \beta}, \quad \text{for} \ \beta \in [\beta_{\text{min}}, \beta_{\text{max}}], \]  

in addition to (4), but this additional information will not be considered in this study as it is not available yet from practical measurements. We remark that from (2) and (4) we have

\[ u(0) = 1 + R(\beta), \quad u'(0) = in_0 \beta (1 - R(\beta)), \]  

thus, one can recast the boundary value problem (1)-(4) as an initial value problem (1), (3) and (6).

The problem given by equations (1)-(4) is an ordinary inverse coefficient identification problem, see [7], which is nonlinear and ill-posed, i.e. the solution may not exist, may not be unique, or it may not depend continuously on the input data (4). First, concerning the existence of a solution, a coating that realises the given reflection coefficient \( R(\beta) \) for all values of \( \beta \in [\beta_{\text{min}}, \beta_{\text{max}}] \) does not necessarily exist. Hence, the additional noisy measurement (4) should be understood in a least-squares sense which minimizes, with respect to \( n \in N_{ad} := \{ n \in L_\infty(0,1) \mid n_0 \leq n(x) \leq n_s, \forall x \in (0,1) \} \), the functional \( F : N_{ad} \rightarrow \mathbb{R}_+ \) defined by

\[ F(n) := \| R(\beta) + 1 - u(0;\beta,n) \|_{L^2[\beta_{\text{min}},\beta_{\text{max}}]}^2. \]  

Second, concerning the uniqueness of the solution, different coatings may produce the same given reflection coefficient \( R(\beta) \) for \( \beta \in [\beta_{\text{min}}, \beta_{\text{max}}] \). It is unclear whether (i) the finite range \( [\beta_{\text{min}}, \beta_{\text{max}}] \) is sufficient for uniqueness, i.e., should the reflection coefficient \( R(\beta) \) be known for all positive wavenumbers \( \beta \in (0,\infty) \) or, whether uniqueness of the solution still holds if only the reflectance \( |R(\beta)| \), i.e. the magnitude of the complex reflection coefficient \( R(\beta) \), is measured as

\[ |R(\beta)| = |u(0) - 1|, \quad \text{for} \ \beta \in [\beta_{\text{min}}, \beta_{\text{max}}]. \]  

A more detailed study of the uniqueness of solution will be described in the next section. Third, concerning stability, small errors which are inherently present in the practical measurements (4),
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or (8), may cause large errors in the desired index of refraction. In order to prevent unphysical unstable solutions, regularization methods have to be applied, using some prior information about the behaviour of \( n(x) \). This may include physical bounds such as \( n \in N_{ad} \) and the continuity (or smoothness) of the function \( n(x) \) which is imposed by adding to the least-squares function (7) a penalty regularization term. Hence, we will minimize the Tikhonov regularization functional

\[
F_\Lambda(n) := \| R(\beta) + 1 - u(0; \beta, n) \|_{L_2[\beta_{\text{min}}, \beta_{\text{max}}]}^2 + \Lambda \| n - n^* \|_{L_2(0,1)}^2 ,
\]  

where \( n^*(x) \in [n_0, n_s] \) is an \textit{a priori} guess of the solution \( n(x) \) and \( \Lambda \geq 0 \) is a regularization parameter which needs to be prescribed, for example using the so-called L-curve criterion. According to this criterion, the regularization parameter \( \Lambda > 0 \) can be chosen at the corner of the “L-curve” generated by plotting the solution norm \( \| n - n^* \|_{L_2(0,1)} \) against the residual norm \( \| R(\beta) + 1 - u(0; \beta, n) \|_{L_2[\beta_{\text{min}}, \beta_{\text{max}}]} \) for a range of values of \( \Lambda \). Despite some limitations, see [14], the L-curve has gained attention in recent years for practical computing of the selection of regularization parameters, see [15]. It will be employed to choose the regularization parameter \( \Lambda \) in Example 4.2 of Section 4. A more rigorous choice of the regularization parameter \( \Lambda \), based on the \textit{a priori} knowledge of the amount of noise with which the input data is contaminated, is discussed in more detail in Example 4.1 of Section 4.

The case of multilayer dielectric systems in which the reflection at the main contact surface is decreased due to the interference of the reflected light from each interface, so that the refractive index \( n(x) \) is an unknown piecewise constant function, has been investigated in [27] (single and double layer), [19] (triple layer), and [7] (\( N \) layers). Although multilayer systems combined with surface texturization can reduce reflection losses to a few percent over the useful solar spectrum and thus improving the device performance and efficiency, see Ruby \textit{et al.} (2002), the cost rapidly becomes higher.

Another practical manner in which to minimize reflection is to deposit an inhomogeneous dielectric with a gradual decrease of refractive index from the glass substrate to the ambient air, see [17]. Thus, the spacewise variation of \( n(x) \) through the depth of the rugate film is continuous, in contrast to the classical multilayer stacks, see [16]. In the literature, it is reported that coatings with a smooth continuous variation of the refractive index, compared with classical multilayer stacks, show higher laser induced damage threshold, see [21], less scattering losses and better optical properties, see [16].

The identification of a continuous refractive index has been investigated by various methods, for e.g. the Gelfand-Levitan-Marchenko spectral method, see [2], the integral equation method, see [13], the spline approximation projection method, see [9], techniques based on trace formulae, see [5], the low-coherence interferometric imaging, see [3], techniques based on coupled-mode Zakharov-Shabat equations, see [11], [26], [1].

Concerning design, not every coating system is realisable in practice, e.g. manufacturing constraints may impose restrictions on the characteristics of the available materials.
3 Uniqueness of Solution

In this section we analyse in more detail the inverse medium diffraction problem (1)-(4), or equivalently (1), (3) and (6), under the key assumption that we know the reflection coefficient \(R(\beta)\) for all values of \(\beta \in (0, \infty)\). We will now describe the formulation of the problem as an inverse scattering problem. We employ the well-known ansatz, see [1],

\[
\begin{align*}
\begin{aligned}
  u(x) &= \frac{1}{\sqrt{\beta n(x)}} \left( A(x)e^{iS(x)} + B(x)e^{-iS(x)} \right), \\
  u'(x) &= i\sqrt{\beta n(x)} \left( A(x)e^{iS(x)} - B(x)e^{-iS(x)} \right),
\end{aligned}
\end{align*}
\]

where \(S(x) = \beta \int_0^x n(\zeta)d\zeta\). For eqn.(10) to hold we must have

\[
\begin{align*}
  &i\sqrt{\beta n(x)} \left( A(x)e^{iS(x)} - B(x)e^{-iS(x)} \right) = u'(x) = -\frac{n'(x)}{2\sqrt{\beta n^3(x)}} \left( A(x)e^{iS(x)} + B(x)e^{-iS(x)} \right) \\
  &+ \frac{1}{\sqrt{\beta n(x)}} \left[ (A'(x) + i\beta n(x)A(x))e^{iS(x)} + (B'(x) - i\beta n(x)B(x))e^{-iS(x)} \right].
\end{align*}
\]

This is ensured if we choose

\[
\begin{align*}
  A'(x) &= \frac{n'(x)}{2n(x)} B(x)e^{-2iS(x)}, \\
  B'(x) &= \frac{n'(x)}{2n(x)} A(x)e^{2iS(x)}.
\end{align*}
\]

Assuming that \(n \in C[0,1]\) is continuous function on \([0,1]\), in particular we have \(n(0) = n_0\) and \(n(1) = n_s\), and then the boundary conditions (2) and (3) yield

\[
A(0) = \sqrt{\beta n_0}, \quad B(1) = 0.
\]

Also, in terms of the reflection coefficient, condition (6) gives

\[
B(0) = R(\beta)\sqrt{\beta n_0}.
\]

Now define

\[
P(x) = A(x)e^{iS(x)}, \quad Q(x) = B(x)e^{-iS(x)}.
\]

Differentiating (15) and using (12) we obtain

\[
\begin{align*}
  P'(x) &= i\beta n(x)P(x) + \frac{n'(x)}{2n(x)} Q(x), \\
  Q'(x) &= -i\beta n(x)Q(x) + \frac{n'(x)}{2n(x)} P(x).
\end{align*}
\]

The boundary conditions (13) and (14) give

\[
P(0) = \sqrt{\beta n_0}, \quad Q(0) = R(\beta)\sqrt{\beta n_0}, \quad Q(1) = 0.
\]

Writing the optical path length as

\[
\xi(x) = \frac{S(x)}{\beta} = \int_0^x n(\zeta)d\zeta,
\]
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eqns. (16) become the Zakharov-Shabat system

\[
\dot{P} = qQ + i\beta P, \quad \dot{Q} = qP - i\beta Q, \tag{19}
\]

where the dot denotes the differentiation with respect to \(\xi\), and the coupling coefficient is given by

\[
q(\xi) = \frac{n'(\xi)}{2n(\xi)} = \frac{d}{d\xi} \left( \log(\sqrt{n(\xi)}) \right). \tag{20}
\]

The boundary conditions associated to (19), from (17), are

\[
P(0) = \sqrt{\beta n_0}, \quad Q(0) = R(\beta)\sqrt{\beta n_0}, \quad Q(\pi) = 0, \tag{21}
\]

where the average quantity

\[
\bar{\pi} = \xi(1) = \int_0^1 n(\zeta) d\zeta \tag{22}
\]

is called the full optical path length. Note that since \(n > 0\), the function \(\xi(x)\) is strictly increasing and thus \(0 \leq \xi(x) \leq \bar{\pi}\) for all \(x \in [0,1]\). Upon dividing by \(\sqrt{\beta n_0}\) in eqn.(21), the resulting problem given by eqns.(19) and (21) is precisely the problem \(P_2\) discussed by [22]. It is well-known, see e.g. [2], that retrieving the real potential \(V(\xi) = q(\xi) + q^2(\xi)\) from the (left hand) reflection coefficient \(\{R(\beta)|\beta \in \mathbb{R}\}\) is unique. Further, it can be shown that the real \(q(\xi)\) is uniquely determined from standard results of the inverse scattering method, see e.g. [6] Finally, if the function \(q(\xi)\) is known, we can find the refractive index from eqn.(20) and the original coordinate \(x\) from eqn.(18), using the inversion formulae

\[
n(\xi) = n_0 \exp \left[ 2 \int_0^\xi q(\zeta) d\zeta \right], \quad x = \int_0^\xi \frac{d\xi}{n(\zeta)}. \tag{23}
\]

4 Numerical Implementation

In eqn.(1), the component of the electric field \(u\) is a complex function

\[
u = A + iB, \tag{24}
\]

where \(A\) and \(B\) are real. Substituting (24) into (1)-(3) we obtain

\[
A''(x) + \beta^2 \epsilon(x) A(x) = 0, \quad B''(x) + \beta^2 \epsilon(x) B(x) = 0, \quad x \in (0,1), \tag{25}
\]

\[
A'(0) - n_0 \beta B(0) = 0, \quad B'(0) + n_0 \beta A(0) = 2n_0 \beta, \quad A'(1) + n_s \beta B(1) = 0, \tag{26}
\]

\[
B'(1) - n_s \beta A(1) = 0. \tag{27}
\]

Note that from (4)

\[
R(\beta) = u(0) - 1 = A(0) - 1 + iB(0) = |R(\beta)| \exp(i \arg(R(\beta)))
\]

\[
|R(\beta)| = \sqrt{(A(0) - 1)^2 + B^2(0)}, \quad \arg(R(\beta)) = tan^{-1} \left( \frac{B(0)}{A(0) - 1} \right). \tag{28}
\]
We employ a central finite-difference method numerical discretisation of the eqns. \(^{(25)-(27)}\) Let \(x_j = j/N\) for \(j = 0, N\) (the overlined notation \(j = 0, N\) is used for \(0 \leq j \leq N\) or \(j = 0, 1, ... , N\) throughout), be a uniform discretisation of the interval \([0, 1]\) with the mesh size \(h = 1/N\). Denote \(a_j = A(x_j), b_j = B(x_j), \epsilon_j = \epsilon(x_j)\) for \(j = 0, N\). Then eqns. \(^{(25)-(27)}\) in discretised form are given by

\[
\begin{align*}
\frac{a_1 - a_{-1}}{2h} - n_0 \beta b_0 &= 0, \quad \frac{a_{j+1} - 2a_j + a_{j-1}}{h^2} + \beta^2 \epsilon a_j = 0, \quad j = 0, N, \\
\frac{a_{N+1} - a_{N-1}}{2h} + n_s \beta b_N &= 0, \\
\frac{b_1 - b_{-1}}{2h} + n_0 \beta b_0 &= 2n_0 \beta, \quad \frac{b_{j+1} - 2b_j + b_{j-1}}{h^2} + \beta^2 \epsilon b_j = 0, \quad j = 0, N, \\
\frac{b_{N+1} - b_{N-1}}{2h} - n_s \beta a_N &= 0,
\end{align*}
\]

(29) where \(a_{-1}, a_{N+1}, b_{-1}\) and \(b_{N+1}\) are fictitious values introduced in order to approximate using central finite differences the Robin boundary conditions \(^{(26)}\) and \(^{(27)}\). Equations \(^{(29)}\) and \(^{(30)}\) form a system of \((2N + 6)\) equations with \((2N + 6)\) unknowns, namely

\[
(a_{-1}, a_0, a_1, ..., a_N, a_{N+1}, b_{-1}, b_0, b_1, ..., b_N, b_{N+1}),
\]

if \(\epsilon = (\epsilon_0, \epsilon_1, ..., \epsilon_N)\) were known. However, in the inverse problem under investigation \(\epsilon\) is unknown, and it has to be inferred from some additional information. In practical measurements, the reflection coefficient \(R(\beta)\) is usually measured for \(M \geq N + 1\) wavenumber (or wavelength) values

\[
\beta_l = \frac{2\pi d}{\lambda_l} = \beta_{\text{min}} + \frac{(l - 1)(\beta_{\text{max}} - \beta_{\text{min}})}{M - 1}, \quad l = 1, M.
\]

(31) Let us denote these practical measurements by \(R_l := R(\beta_l)\) for \(l = 1, M\). From a given initial guess \(\epsilon^*(x)\) for \(\epsilon(x)\), we solve \(M\) times the direct problem \(^{(29)}\) and \(^{(30)}\) to provide the complex values of the reflection coefficients \(u(0; \beta_l, \epsilon) - 1\) for \(l = 1, M\). We then compare these computed reflection coefficients with the measured ones \(R_l\) and minimize iteratively the least-squares difference between them. Corresponding to \(^{(9)}\) we have the following discretised functional to minimize \(F_\Lambda : [n_0^2, n_s^2]^{N+1} \rightarrow \mathbb{R}_+\) defined by

\[
F_\Lambda(\xi) = \sum_{l=1}^{M} |u(0; \beta_l, \xi) - 1 - R_l|^2 + A \sum_{j=0}^{N} (\epsilon_j - \epsilon_j^*)^2,
\]

(32) where \(\hat{\xi} = (\epsilon_j)_{j=0,N} \in [n_0^2, n_s^2]^{N+1}\) is an \textit{a priori} guess of the solution \(\epsilon(x)\). If the practical measurements are limited to the absolute value (magnitude) of the reflection coefficient, i.e. the amplitude, also called the square root of reflectance or the energy reflection coefficient, then instead of \(^{(32)}\) we minimize the functional

\[
\tilde{F}_\Lambda(\xi) := \sum_{l=1}^{M} ||u(0; \beta_l, \xi) - 1| - |R_l||^2 + A \sum_{j=0}^{N} (\epsilon_j - \epsilon_j^*)^2.
\]

(33)
The minimization of (33) contains obviously less information than the minimization of (32).

The minimization of the functionals $F_\lambda$ (or $\widetilde{F}_\lambda$) defined by eqn.(32) (or eqn.(33)), subject to the simple physical bounds on the variables $1 = n_0^2 \leq \epsilon_j \leq n_s^2 = 2.3104$ for $j = 0, N$, is performed using the NAG Fortran routine E04JYF. This routine consists of an easy-to-use quasi-Newton algorithm for finding a minimum of a function subject to fixed upper and lower bounds on the independent variables, using function values only. Other NAG routines such as E04KYF or E04KZF, which also use the gradient of the function, did not significantly improve the numerical results.

**Example 4.1**

In order to test the accuracy, convergence and stability of the numerical solution of the inverse problem we consider first a benchmark test example for which an analytical solution for a single uniform layer is available as given by

$$n(x) \equiv n_1, \quad u(x) = \frac{2n_0 n_1 \cosh(i\beta n_1(1-x)) - 2n_0 n_s \sinh(i\beta n_1(1-x))}{n_1(n_0 + n_s) \cosh(i\beta n_1) - (n_1^2 + n_0 n_s) \sinh(i\beta n_1)}, \quad x \in (0,1).$$

(34)

From (28) and (34), the energy reflection coefficient, or reflectance, is given by

$$|R(\beta)|^2 = |u(0) - 1|^2 = \frac{n_1^2(n_0 - n_s)^2 \cos^2(\beta n_1) + (n_1^2 - n_0 n_s)^2 \sin^2(\beta n_1)}{n_1^2(n_0 + n_s)^2 \cos^2(\beta n_1) + (n_1^2 + n_0 n_s)^2 \sin^2(\beta n_1)}.$$  

(35)

The phase is given by

$$\phi(\beta) := \arg(R(\beta)) = \tan^{-1}\left[\frac{n_0 n_1(n_1^2 - n_s^2) \sin(2\beta n_1)}{n_1^2(n_0^2 - n_s^2) \cos^2(\beta n_1) - (n_1^2 - n_0 n_s)^2 \sin^2(\beta n_1)}\right].$$  

(36)

Both the quantities (35) and (36) are shown in Figure 4 for various values of the constant $n_1 \in \{1.12, 1.23, 1.27\}$. The thickness of the slab is $d = 122nm$ (in nanometres) and $M = 46$ values of the wavelength $\lambda_L$ are chosen in the interval [350nm, 800nm] by taking $\beta_{\text{min}} = 2\pi d/800$ and $\beta_{\text{max}} = 2\pi d/350$ in expression (31). Note that $R(\beta) = |R(\beta)| \exp(i\phi(\beta)) = |R(\beta)| \cos(\phi(\beta)) + i|R(\beta)| \sin(\phi(\beta))$. Notice that when $n_1 = \sqrt{n_0 n_s} \approx 1.23$, the reflection coefficient (35) can become zero for $\lambda = 2\pi d/\beta = 4dn_1$. For $n_1 \in \{n_0, n_s\}$ we obtain that $|R(\beta)| = (n_s - n_0)/(n_s + n_0)$ is independent of $\beta$. Also, when $n_1 = n_0$, $\phi(\beta) = 2\beta$, whilst when $n_1 = n_s$, $\phi(\beta) = 0$. In Figure 4, experimentally measured data for the reflectance supplied by the company Oxford Advanced Surfaces Group Plc are also included. From this figure it can be seen that this experimental data cannot in fact correspond to a simple uniform coating with constant index of refraction. Trials with piecewise constant functions, i.e. layered coatings, did not produce significantly better agreement with the experiment. Instead, as we shall see in Example 4.2, a significantly better fit is obtained by considering continuously varying spacewise-dependent indices of refraction. In order to validate the accuracy of the FDM direct solver, Figure 2 shows the numerical results obtained with various mesh sizes $h \in \{0.05, 0.1, 0.2\}$ for the percentage of reflectance $\% |R(\beta)|^2$ and the angle $\phi(\beta)$ in comparison with the exact solutions (35) and (36), when $n_1 = 1.27$. From this figure it can be seen that the numerical FDM results converge to the corresponding exact solutions (35) and (36), as
the mesh size $h$ decreases to zero. Furthermore, it can be observed that the mesh size $h = 0.05$, corresponding to $N = 20$, is sufficiently fine in order to ensure a very good accuracy of the numerical results. Note that in the inverse problem the direct solver is called many times and therefore, there are serious computational time limitations involved in order to make the approach feasible. Hence, it is very useful if we can take a larger mesh size without affecting the accuracy of the numerical results. In all the inversion results that follow we have used $N = 20$. From eqns. (28) and (34) we also obtain that the (complex) reflection coefficient is given by

$$R(\beta) = u(0) - 1 = \frac{n_1^2(n_0 - n_s)^2 \cos^2(\beta n_1) - (n_1^4 - n_0^2 n_s^2) \sin^2(\beta n_1) + i n_0 n_1 (n_1^2 - n_s^2) \sin(2\beta n_1)}{n_1^2(n_0 + n_s)^2 \cos^2(\beta n_1) + (n_1^2 + n_0 n_s)^2 \sin^2(\beta n_1)}.$$ (37)

Once the accuracy of the direct solver has been validated, we can now proceed to solve the inverse problem. Numerical results for the index of refraction $n(x)$ obtained by minimizing the functional

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2}
\caption{The numerical FDM results obtained with various mesh sizes $h = 0.05$ (---), $h = 0.1$ (-----) and $h = 0.2$ (----) for the reflectance $|R(\beta)|^2$ (upper curves) and the angle $\phi(\beta)$ (lower curves) in comparison with the exact solutions (35) and (36) shown with continuous lines (---), when $n_1 = 1.27$.}
\end{figure}
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(32), based on the additional data containing the full complex reflection coefficient \( R(\beta) \) given by eqn.(37), are shown in Figure 3 for various regularization parameters \( \Lambda \in \{10^{-6}, 10^{-5}, 10^{-4}\} \). The initial guess is taken as the prior estimate \( \epsilon^* = 1.12^2 = 1.2544 \). The exact solution is the constant function \( n(x) \equiv n_1 = 1.27 \). There is already numerical noise introduced in the exact data (37), which can be calculated from the residual of Figure 2. The numerical value of the square of this residual calculated from Figure 2 for \( h = 0.05 \) is given by

\[
\eta := \sum_{l=1}^{M} |u(0; \beta_l, n_1) - 1 - R_l|^2 = 3.6E - 5.
\]

To determine the regularization parameter \( \Lambda \) in (32) we can apply the discrepancy principle and choose the value of \( \Lambda \) for which the residual

\[
\sum_{l=1}^{M} |u(0; \beta_l, \epsilon) - 1 - R_l|^2 \approx \eta.
\]

of the minimized functional (32) becomes approximately equal to the noise level \( \eta \). For the synthetic Example 4.1, the value of \( \eta \) is available and the discrepancy principle can be used. However, for Example 4.2 the value of the noise level \( \eta \) is not available and then, more heuristic choices of the regularization parameter \( \Lambda \), such as the L-curve criterion, needs to be employed. From Figure 3 it can be seen that regularization is necessary, otherwise for \( \Lambda \) too small, see results for \( \Lambda = 10^{-6} \), an unstable least-squares solution is produced. A value of \( \Lambda \) between \( 10^{-5} \) and \( 10^{-4} \) is appropriate to ensure that a stable and reasonably accurate solution is obtained. The numerical results are slightly less accurate near the boundary \( x \in \{0, 1\} \). This is expected due to the end effects which are well-known to decrease the convergence and accuracy of the numerical results.

Next we investigate Example 4.1 for limited additional data, as given by just the amplitude measurement (35) of the data \( |R_l| \) for \( l = 1, M \). We then minimize the functional (33). Numerical results obtained from this minimization are also included with markers on in Figure 3. From these results it can be clearly seen that, for Example 4.1, the limited amplitude data is not enough to produce a unique retrieval of the index of refraction, and additional information is required. On the other hand, the use of the complete information provided by the full complex reflection coefficient enables a unique retrieval of the index of refraction, as was expected from the uniqueness analysis described in Section 3.

Once the numerical method and solution have been validated in terms of accuracy and stability for the benchmark test Example 4.1, the technique is next applied in Example 4.2 to a case study concerning inverting real reflectance data supplied by the company.

**Example 4.2 (Inversion of real data)**

The data is shown by continuous line (---) in Figure 4. From the practical experiment we have available an additional physical measurement of the full integrated refraction index (IRI)

\[
1.27 = \overline{n} = \int_0^1 n(x)dx = \int_0^1 \sqrt{\epsilon(x)}dx.
\]

(40)
Figure 3: The numerically retrieved refractive index profiles \( n(x) \), as a function of \( x \in [0, d = 122\text{nm}] \), in comparison with the exact value \( n_1 = 1.27 \) shown by continuous horizontal line (—), obtained with various regularization parameters \( \Lambda = 10^{-6}(-.-.-) \), \( \Lambda = 10^{-5}(-.-.) \) and \( \Lambda = 10^{-4}(-.-.-) \). The additional data is the full complex reflection coefficient \( R(\beta) \) given by eqn.(37) for the curves without markers, and the limited square root of reflectance data \( |R(\beta)| \) given by eqn.(35) for the curves with markers on.

Assuming also that \( n \in C[0,1] \) is a continuous function in the compact interval \([0,1]\), we have the additional constraints corresponding to an unbounded layer, namely

\[
1 = n_0^2 = \epsilon(0) = \epsilon_0, \quad 1.6129 = n_s^2 = \epsilon(1) = \epsilon_N.
\]  

Although achieving a value of unity for \( \epsilon(0) \) at the film-air interface is not possible since there are no low index solid materials that equal the index of air, it is still possible in practice to approach unity by reducing the packing density, see [10]. However, the coating becomes less dense and rugged as its index of refraction approaches unity. We report that instead of \( \epsilon_0 = 1 \) we have also tested the
Figure 4: The experimentally (——) measured percentance of reflectance data $|R(\beta)|^2$ and the exact solutions (35) and (36) for homogeneous single layer coatings of various constant indices of refraction $n(x) \equiv n_1 = 1.12(-\Delta-), 1.23(-\cdots-)$ and $1.27(-\circ-).$ Reading down the intercepts with the vertical axis, the upper group of 3 marked curves corresponds to $|R(\beta)|^2$, whilst the lower group of 3 marked curves corresponds to $\phi(\beta)$.

constraint $\epsilon_0 = 1.12^2$ corresponding to a semi-bounded layer, but the behaviour of the numerical results was not significantly different. With the a priori physical information (40) and (41) we thus minimize the modified functional $\tilde{F}_\Lambda : [n_0^2, n_s^2]^{N-1} \rightarrow \mathbb{R}_+$ defined by

$$\tilde{F}_\Lambda(\epsilon') := \sum_{l=1}^{M} ||u(0; \beta_l, \epsilon') - 1| - |R_l||^2 + \left[ \frac{h}{2} \left( \sqrt{\epsilon_0} + \sqrt{\epsilon_N} + 2 \sum_{j=1}^{N-1} \sqrt{\epsilon_j} \right) - 1.27 \right]^2 + \Lambda \sum_{j=1}^{N-1} (\epsilon_j - \epsilon_j^*)^2,$$

(42)

where $h = 1/N = 1/20 = 0.05$, $\epsilon' = (\epsilon_j)_{j=1,N-1} \in [n_0^2, n_s^2]^{N-1}$, and the trapezoidal rule has been employed to approximate the integral in (40); smoother constraints can be employed if one assumes
higher regularity for \( n(x) \) such as \( n \in C^1[0,1] \), and then one has to replace the last term in (42) by \( \Lambda \sum_{j=1}^{N} (\epsilon_j - \epsilon_{j-1})^2 \). The measured reflectance data is recorded at \( M = 46 \) uniform stations taken in the interval \([350\,nm, 800\,nm]\), i.e. \( \lambda_l = 800 - 450(l - 1)/(M - 1) \), \( \beta_l = 2\pi d/\lambda_l \) for \( l = \overline{1,M} \). The thickness of the optical coating measured by cross-sectional scanning electron microscopy (SEM) is \( d = 122\,nm \). The initial guess is taken as the prior estimate \( \epsilon' = 1.27^2 = 1.6129 \). Numerical results obtained for various regularization parameters \( \Lambda \in \{10^{-5}, 10^{-4}, 10^{-3}\} \) are shown in Figures 5 and 6. In Figure 5, there are the results for the best fit of the reflectance \( |R(\beta)| \) in comparison with the measurement data \( |R_l| \) for \( l = \overline{1,M} \). In Figure 6, there are the numerical results for the index of refraction \( n(x) \), as a function of the depth \( x \) (in \( nm \)). Again, near the ends of the slab \( x \in \{0,d\} \) the results are inaccurate. By comparing Figures 4 and 5 it can be seen that a better fit of the experimentally measured reflection data is obtained when we seek a continuously varying index of refraction shown in Figure 6 than when this coefficient is sought as a piecewise
constant function. Although the fit seems to improve as $\Lambda$ becomes smaller, the instability in the numerical solution increases. This is to be expected since the well-known least-squares solution obtained by taking $\Lambda = 0$ is unstable and physically meaningless although the fit to the input data is excellent. In addition, there may be issues related to the non-uniqueness of solution when using the reflectance data only as input, as discussed in Example 4.1. From Figure 6, it seems that any of the solutions obtained with the various regularization parameters $\Lambda \in \{10^{-5}, 10^{-4}, 10^{-3}\}$ could be taken as a good candidate for the true unknown value of the index of refraction. In order to make some choice and decide on a suitable compromise we plot the L-curve, i.e. the norm of the solution

$$\text{Solution norm} := ||\epsilon' - \epsilon'^*||$$

versus the residual

$$\text{Residual} := \sqrt{\hat{F}_\Lambda(\epsilon') - \Lambda||\epsilon' - \epsilon'^*||^2}.$$  

This L-curve plot is shown in Figure 7. As expected, the portion to the right of the curve corresponds to over-smoothed solutions characterised by large values of $\Lambda$, whilst the portion to the left of the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{The refractive index profiles $n(x)$, as a function of $x \in [0, d = 122\text{nm}]$, obtained with various regularization parameters $\Lambda = 10^{-5}(- - -)$, $\Lambda = 10^{-4}(-\Delta -)$ and $\Lambda = 10^{-3}(-\circ -)$.}
\end{figure}
curve corresponds to under-smoothed unstable solutions characterised by small values of \( \Lambda \). The compromise that the L-criterion suggests is to select the regularization parameter \( \Lambda \) corresponding to the corner of the L-curve where the over- and under-smoothed portions meet. From Figure 7, it can be seen that such an L-corner corresponds to a value of \( \Lambda \approx 10^{-4} \). Therefore, the curve marked with triangles (\( -\Delta - \)) in Figure 6 corresponding to this value of \( \Lambda = 10^{-4} \) is recommended as a good stable approximation of the index of refraction for Example 4.2.

![Figure 7: The L-curve plot of the solution norm versus the residual for various values of \( \Lambda \).](image)

5 Conclusions

In this maths-in industry case study, the determination of the index of refraction of anti-reflection coatings has been attempted. The additional data necessary for the inversion can be the full complex reflection coefficient or its absolute value only, measured for many wavenumbers. The numerical method was based on a finite-difference direct solver combined with a nonlinear Tikhonov regularization procedure. The choice of the regularization parameter was based on the discrepancy principle or the L-curve criterion. The need to use both the real and imaginary parts of the complex reflection coefficient in order to render a unique solution has been investigated in Section 3 and in
Example 4.1 of Section 4. It was shown that, in general, the knowledge of the full complex reflection coefficient is necessary to determine uniquely a spacewise continuous index of refraction. When only the absolute value of the reflection coefficient is used as input data, constraints need to be imposed, for example, the knowledge of the full integrated refraction index, additional smoothness assumptions on the index of refraction, or more reflectance data measured for many wavelengths. Also, the use of additional reflectance data at non-normal incidence, see [18] and [23], the finite-dimensional parameterisation of the unknown coefficient using cubic splines or the piecewise constant layered material assumption could be useful ideas to reduce the non-uniqueness of solution of the inverse problem. Furthermore, the practical measurement by the company QinetiQ Malvern Ltd. of the phase shift \( \phi_l := \text{arg}(R_l) \) for \( l = 1, \ldots, M \), is at present ongoing using a combination of modulated reflectance spectroscopy, X-ray reflectivity and modulated interferometry, see [20].

Apart from this insight into the uniqueness of solution of the inverse problem, our principal conclusion is that, as shown in Figure 5, a better fit of the reflectance measured data is obtained by using a continuously varying index of refraction (see Figure 6 for \( \Lambda = 10^{-4} \)) than when this coefficient is sought as piecewise constant function, as in previous studies.
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