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In fact, the $L^{p}$ theory is obtained from the $L^{2}$ (or any fixed $L^{p_{0}}$ ) estimate via an $L^{1, \infty}$ estimate, interpolation, and duality as you all know.
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(But they can be weakened in some particular cases of rough operators which we will not discuss here.)
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$$
\text { (R) } \quad\left|\partial_{x, y}^{\gamma} K(x, y)\right| \leq C_{\gamma}|x-y|^{-n-|\gamma|}
$$

for $|\gamma|=0,1$, then

$$
T: L^{2} \Rightarrow L^{2} \Longleftrightarrow T: L^{p} \Rightarrow L^{p}, 1<p<\infty
$$

For non-convolution operators, it is harder to get a Fourier-side representation of the operator. The most general conditions are stated in terms of the kernel.
Essentially,

$$
T(f)(x)=\int K(x, y) f(y) d y
$$

with

$$
\text { (R) } \quad\left|\partial_{x, y}^{\gamma} K(x, y)\right| \leq C_{\gamma}|x-y|^{-n-|\gamma|}
$$

for $|\gamma|=0,1$, then

$$
T: L^{2} \Rightarrow L^{2} \Longleftrightarrow T: L^{p} \Rightarrow L^{p}, 1<p<\infty
$$

The condition (R) alone is not enough though to imply $L^{2}$-boundedness. Some cancellation is again needed.
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But there other useful characterizations more in the spirit of Eric Sawyer's testing conditions

$$
\Longleftrightarrow\left\|T\left(\varphi_{z, R}\right)\right\|_{L^{2}}+\left\|T^{*}\left(\varphi_{z, R}\right)\right\|_{L^{2}} \leq C R^{n / 2}
$$

(Stein, 1993)
for all normalized bumps supported on the unit ball and such that $\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}} \leq 1$, for all $|\alpha| \leq N$ and where $\varphi_{z, R}(x)=\varphi\left(\frac{x-z}{R}\right)$.
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(Stein, 1993)
for all normalized bumps supported on the unit ball and such that $\left\|\partial^{\alpha} \varphi\right\|_{L^{\infty}} \leq 1$, for all $|\alpha| \leq N$ and where $\varphi_{z, R}(x)=\varphi\left(\frac{x-z}{R}\right)$.
or even more similar to the testing conditions,
$\Longleftrightarrow\left\|T_{\epsilon}\left(\chi_{B}\right)\right\|_{L^{2}}+\left\|T_{\epsilon}^{*}\left(\chi_{B}\right)\right\|_{L^{2}} \leq C|B|^{1 / 2}$
(Nazarov-Treil-Volberg, 1998)
( $T_{\epsilon}$ are the usual truncated integrals)
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Coifman-Meyer introduced the multipliers

$$
\begin{gathered}
T(f, g)(x)=\int m(\xi, \eta) \widehat{f}(\xi) \widehat{g}(\eta) e^{i x \cdot(\xi+\eta)} d \xi d \eta \\
\left|\partial^{\alpha} m(\xi, \eta)\right| \leq C_{\alpha}(|\xi|+|\eta|)^{-|\alpha|}
\end{gathered}
$$

and showed $T: L^{p} \times L^{q} \rightarrow L^{r}$ for $1 / p+1 / q=1 / r$ and $r>1$.
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where $K$ is a Calderón-Zygmund kernel in $\mathbb{R}^{2 n}$
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\text { (R) } \quad\left|\partial^{\alpha} K(x, y, z)\right| \leq C_{\alpha}(|x-y|+|x-z|)^{-(2 n+|\alpha|)}
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which were studied also by Christ-Journé.
However, after the results of Lacey-Thiele (1997-1999) on the bilinear Hilbert transform, Kenig-Stein and Grafakos-T. extended the theory for $1 / 2<r \leq 1$.
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## The result applies, in particular, to operators like the "Riesz transforms" in $\mathbb{R}^{m n}$ when seen as multilinear in $\mathbb{R}^{n} \times \cdots \times \mathbb{R}^{n}$

The result applies, in particular, to operators like the "Riesz transforms" in $\mathbb{R}^{m n}$ when seen as multilinear in $\mathbb{R}^{n} \times \cdots \times \mathbb{R}^{n}$

$$
\mathcal{R}_{i j}(\mathbf{f})(x)=\text { p.v. } \int_{\left(\mathbb{R}^{n}\right)^{m}} \frac{x_{i}-\left(y_{j}\right)_{i}}{\left(\sum_{j=1}^{m}\left|x-y_{j}\right|^{2}\right)^{\frac{n m+1}{2}}} \mathbf{f}(\mathbf{y}) d \mathbf{y}
$$

for $i=1, \cdots, n$ and $j=1, \ldots, M$, and where
$\mathbf{f}(\mathbf{y})=f_{1}\left(y_{1}\right) \ldots f\left(y_{m}\right)$ and $\left(y_{j}\right)_{i}$ denotes the $i$-th coordinate of $y_{j}$.

The result applies, in particular, to operators like the "Riesz transforms" in $\mathbb{R}^{m n}$ when seen as multilinear in $\mathbb{R}^{n} \times \cdots \times \mathbb{R}^{n}$

$$
\mathcal{R}_{i j}(\mathbf{f})(x)=\text { p.v. } \int_{\left(\mathbb{R}^{n}\right)^{m}} \frac{x_{i}-\left(y_{j}\right)_{i}}{\left(\sum_{j=1}^{m}\left|x-y_{j}\right|^{2}\right)^{\frac{n m+1}{2}}} \mathbf{f}(\mathbf{y}) d \mathbf{y}
$$

for $i=1, \cdots, n$ and $j=1, \ldots, M$, and where
$\mathbf{f}(\mathbf{y})=f_{1}\left(y_{1}\right) \ldots f\left(y_{m}\right)$ and $\left(y_{j}\right)_{i}$ denotes the $i$-th coordinate of $y_{j}$.

For example on $\mathbb{R} \times \mathbb{R}$,

$$
R_{1}(f, g)(x)=\text { p.v. } \int_{\mathbb{R}^{2}} \frac{x-y}{|(x-y, x-z)|^{3}} f(y) g(z) d y d z
$$

## The $m$-linear Calderón-Zygmund theory and related tools also apply to several classes of multilinear pseudodifferential operators,

The m-linear Calderón-Zygmund theory and related tools also apply to several classes of multilinear pseudodifferential operators,

$$
T(f, g)=\int \sigma(x, \xi, \eta) \widehat{f}(\xi) \widehat{g}(\eta) e^{i x(\xi+\eta)} d \xi d \eta
$$

The m-linear Calderón-Zygmund theory and related tools also apply to several classes of multilinear pseudodifferential operators,

$$
\begin{gathered}
T(f, g)=\int \sigma(x, \xi, \eta) \widehat{f}(\xi) \widehat{g}(\eta) e^{i x(\xi+\eta)} d \xi d \eta \\
\left|\partial_{x}^{\alpha} \partial_{\xi, \eta}^{\beta} \sigma(x, \xi, \eta)\right| \leq C_{\alpha, \beta}(1+|\xi|+|\eta|)^{m-\rho|\beta|+\delta|\alpha|}
\end{gathered}
$$

The m-linear Calderón-Zygmund theory and related tools also apply to several classes of multilinear pseudodifferential operators,

$$
\begin{gathered}
T(f, g)=\int \sigma(x, \xi, \eta) \widehat{f}(\xi) \widehat{g}(\eta) e^{i x(\xi+\eta)} d \xi d \eta \\
\left|\partial_{x}^{\alpha} \partial_{\xi, \eta}^{\beta} \sigma(x, \xi, \eta)\right| \leq C_{\alpha, \beta}(1+|\xi|+|\eta|)^{m-\rho|\beta|+\delta|\alpha|}
\end{gathered}
$$

and there are results about multilinear weights, commutators, paraproducts, almost digonal estimates, etc...

The $m$-linear Calderón-Zygmund theory and related tools also apply to several classes of multilinear pseudodifferential operators,

$$
\begin{gathered}
T(f, g)=\int \sigma(x, \xi, \eta) \widehat{f}(\xi) \widehat{g}(\eta) e^{i x(\xi+\eta)} d \xi d \eta \\
\left|\partial_{x}^{\alpha} \partial_{\xi, \eta}^{\beta} \sigma(x, \xi, \eta)\right| \leq C_{\alpha, \beta}(1+|\xi|+|\eta|)^{m-\rho|\beta|+\delta|\alpha|}
\end{gathered}
$$
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There is also a very extensive literature about other multilinear operators which do not fall within the scope of
Calderón-Zygmund theory and that we will not consider in this talk.
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condition $(\mathrm{H})$ is implied by

$$
(F H) \quad \sup _{j}\left\|m\left(2^{j} \cdot\right) \psi\right\|_{L_{\alpha}^{2}} \leq C
$$

for $\alpha>n / 2$ and $\psi$ a smooth bump supported on $|\xi| \sim 1$ as considered by Hörmander (1960).

## Conditions of the form
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\sup _{j}\left\|m\left(2^{j} \cdot\right) \psi\right\|_{L_{s}^{r}} \leq C
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where also considered by Kurtz-Wheeden (1979) to obtain weighted estimates
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for $w$ in some $A_{t}$ classes, $t$ depeding on $r, s, p$ and $n$.
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However all this only applies to convolution operators.
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- There is no $A_{p}$ theory of weights.
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It is barely enough to get the end-point estimate.
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To present the result we have obtained with $C$. Pérez we need to look one more time to the condition (H).
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The Hörmander condition can be rephrased in the following more geometric form

$$
\sup _{Q} \sup _{y \in Q} \int_{\mathbb{R}^{n} \backslash Q^{*}}\left|K(x, y)-K\left(x, c_{Q}\right)\right| d x<\infty
$$

However, if one looks at the proof of the weak-type $(1,1)$ estimate, the following alternative condition can be used:

There exists constant $c$ such that for any family $D$ of disjoint dyadic cubes with finite measure

$$
\sum_{Q \in D}|Q| \sup _{y \in Q} \int_{\mathbb{R}^{n} \backslash Q^{*}}\left|K(x, y)-K\left(x, c_{Q}\right)\right| d x \leq c\left|\bigcup_{Q \in D} Q\right|
$$

(Notation: $Q^{*}=3 Q$ and $c_{Q}$ is the center of the cube $Q$.)
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There exists a constant $c$ such that for any two families $D_{1}$ and $D_{2}$ of disjoint dyadic cubes with finite measure

$$
\begin{gathered}
\sum_{(P, Q) \in D_{1} \times D_{2}}|P||Q| \sup _{(y, z) \in P \times Q} \int_{\mathbb{R}^{n} \backslash\left(P^{*} \cup Q^{*}\right)}\left|K(x, y, z)-K\left(x, c_{P}, c_{Q}\right)\right| d x \\
\quad \leq c\left(\left|\bigcup_{P \in D_{1}} P\right|+\left|\bigcup_{Q \in D_{2}} Q\right|\right)
\end{gathered}
$$
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$$
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for some $1 \leq p, q \leq \infty$ and some $0<r<\infty$ with $\frac{1}{p}+\frac{1}{q}=\frac{1}{r}$. Then,
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then $T_{K}$ is bounded on $L^{p}$ for $1 \leq p \leq \infty$. Trivially $K$ satisfies the Hörmander integral condition but there is no need to use the Calderón-Zygmund theory to obtain $L^{p}$-results. Minkowski's inequality suffices!

- Furthermore, if $K \geq 0$ we have

$$
T_{K}: L^{p}\left(\mathbb{R}^{n}\right) \rightarrow L^{p, \infty}\left(\mathbb{R}^{n}\right) \quad \Rightarrow \quad K \in L^{1}\left(\mathbb{R}^{n}\right)
$$
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This result is due to L. Grafakos-J.Soria (2009).
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However, Grafakos-Soria (2009) gave counterexamples showing that, in general, the boundedness is false when $r<1$.

So even in this is case of integrable kernels, it is of interest to have some additional condition that allows for $r<1$.
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## Theorem

Let $T$ be a biilinear operator with kernel $K$ satisfying the GBH condition as defined before and such that

$$
\begin{aligned}
& \qquad T: L^{p}\left(\mathbb{R}^{n}\right) \times L^{q}\left(\mathbb{R}^{n}\right) \rightarrow L^{r}\left(\mathbb{R}^{n}\right) \\
& \text { for some } 1 \leq p, q \leq \infty \text { and some } 0<r<\infty \text { with } \\
& \frac{1}{p}+\frac{1}{q}=\frac{1}{r} . \text { Then, } \\
& T: L^{1}\left(\mathbb{R}^{n}\right) \times L^{1}\left(\mathbb{R}^{n}\right) \rightarrow L^{\frac{1}{2}, \infty}\left(\mathbb{R}^{n}\right)
\end{aligned}
$$

## Proof:

We want to show

$$
\begin{gathered}
\left|\left\{x \in \mathbb{R}^{n}:\left|T\left(f_{1}, f_{2}\right)(x)\right|>\lambda^{2}\right\}\right| \\
\leq C\left(\int_{\mathbb{R}^{n}} \frac{\left|f_{1}(x)\right|}{\lambda} d x\right)^{1 / 2}\left(\int_{\mathbb{R}^{n}} \frac{\left|f_{2}(x)\right|}{\lambda} d x\right)^{1 / 2}
\end{gathered}
$$

and we may assume

$$
\left\|f_{1}\right\|_{1}=\left\|f_{2}\right\|_{1}=1
$$

Fixed $\lambda>0$, and consider a Calderón-Zygmund decomposition at level $\lambda$ for each $f_{j}, j=1,2$
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We set $\Omega_{j}=\cup_{k} Q_{j, k}$, so $\left|\Omega_{j}\right| \leq \frac{C}{\lambda}$, and as usual
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We obtain a collection of dyadic non-overlapping cubes
$Q_{j, k}=Q\left(c_{j, k}, r_{j, k}\right)$, that satisfies

$$
\lambda<\frac{1}{\left|Q_{j, k}\right|} \int_{Q_{j, k}}\left|f_{j}(x)\right| d x \leq 2^{n} \lambda
$$

We set $\Omega_{j}=\cup_{k} Q_{j, k}$, so $\left|\Omega_{j}\right| \leq \frac{C}{\lambda}$, and as usual

$$
\left|f_{j}(x)\right| \leq \lambda \quad \text { a.e. } x \in \mathbb{R}^{n} \backslash \Omega_{j}
$$

We write $f_{j}=g_{j}+b_{j}$, where $g_{j}$ is defined by

$$
g_{j}(x)= \begin{cases}f_{j}(x), & x \in \mathbb{R}^{n} \backslash \Omega_{j} \\ f_{Q_{j, k},} & x \in Q_{j, k}\end{cases}
$$

and for any $s \geq 1$

$$
\left\|g_{1}\right\|_{s} \leq C \lambda^{1 / s^{\prime}}\left\|f_{1}\right\|_{1}^{\frac{1}{s}}
$$

## Also $b_{j}$ is written as

$$
b_{j}(x)=\sum_{k} b_{j, k}(x)=\sum_{k}\left(f_{j}(x)-f_{Q_{j, k}}\right) \chi_{Q_{j, k}}(x)
$$
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Set
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and observe that
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$$

Also $b_{j}$ is written as
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b_{j}(x)=\sum_{k} b_{j, k}(x)=\sum_{k}\left(f_{j}(x)-f_{Q_{j, k}}\right) \chi_{Q_{j, k}}(x)
$$

Set

$$
\Omega^{*}=\cup_{j=1}^{2} \cup_{k} Q_{j, k}^{*}
$$

and observe that

$$
\left|\Omega^{*}\right| \lesssim \frac{1}{\lambda}
$$

We split the distribution set in several parts using the Calderón-Zygmund decomposition of the functions $f_{1}$ and $f_{2}$ as follows,

$$
\begin{aligned}
& \left|\left\{x \in \mathbb{R}^{n}:\left|T\left(f_{1}, f_{2}\right)(x)\right|>\lambda^{2}\right\}\right| \\
\leq & \left|\left\{x \in \mathbb{R}^{n}:\left|T\left(g_{1}, g_{2}\right)(x)\right|>\lambda^{2} / 4\right\}\right| \\
+ & \left|\left\{x \in \mathbb{R}^{n} \backslash \Omega^{*}:\left|T\left(g_{1}, b_{2}\right)(x)\right|>\lambda^{2} / 4\right\}\right| \\
+ & \left|\left\{x \in \mathbb{R}^{n} \backslash \Omega^{*}:\left|T\left(b_{1}, g_{2}\right)(x)\right|>\lambda^{2} / 4\right\}\right| \\
+ & \left|\left\{x \in \mathbb{R}^{n} \backslash \Omega^{*}:\left|T\left(b_{1}, b_{2}\right)(x)\right|>\lambda^{2} / 4\right\}\right| \\
+ & \left|\Omega^{*}\right| \\
= & \left|E_{1}\right|+\left|E_{2}\right|+\left|E_{3}\right|+\left|E_{4}\right|+\left|\Omega^{*}\right|
\end{aligned}
$$

Let's see the estimate for $E_{4}$ to see how the GBH conditions appear (the other terms are similar or easier).
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\end{aligned}
$$

Let's see the estimate for $E_{4}$ to see how the GBH conditions appear (the other terms are similar or easier).
In fact, the whole argument with the new condition is much simpler than the one in other proofs of the end-point estimate bilinear Calderón-Zygmund operators already in the literature.

First we split the operator

$$
T\left(b_{1}, b_{2}\right)=\sum_{l, k} T\left(b_{1, l}, b_{2, k}\right)
$$

Thus,

$$
\begin{gathered}
\left|E_{4}\right| \leq \frac{C}{\lambda^{2}} \sum_{l, k} \int_{\mathbb{R}^{n} \backslash \Omega^{*}}\left|T\left(b_{1, l}, b_{2, k}\right)(x)\right| d x \leq \\
\frac{C}{\lambda^{2}} \sum_{l, k} \int_{\mathbb{R}^{n} \backslash\left(Q_{1, l}^{*} \cup Q_{2, k}^{*}\right)}\left|\int_{Q_{1, l}} \int_{Q_{2, k}} K(x, y, z) b_{1, l}(y) b_{2, k}(z) d z d y\right| d x
\end{gathered}
$$

First we split the operator

$$
T\left(b_{1}, b_{2}\right)=\sum_{l, k} T\left(b_{1, l}, b_{2, k}\right)
$$

Thus,

$$
\begin{gathered}
\left|E_{4}\right| \leq \frac{C}{\lambda^{2}} \sum_{l, k} \int_{\mathbb{R}^{n} \backslash \Omega^{*}}\left|T\left(b_{1, l}, b_{2, k}\right)(x)\right| d x \leq \\
\frac{C}{\lambda^{2}} \sum_{l, k} \int_{\mathbb{R}^{n} \backslash\left(Q_{1, l}^{*} \cup Q_{2, k}^{*}\right)}\left|\int_{Q_{1, l}} \int_{Q_{2, k}} K(x, y, z) b_{1, l}(y) b_{2, k}(z) d z d y\right| d x
\end{gathered}
$$

We fix one of these $Q_{1, /}$ and $Q_{2, k}$ and use the cancellation of the $b_{j}$ to obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{n} \backslash\left(Q_{1, l}^{*}, \cup Q_{2, k}^{*}\right.}\left|\int_{Q_{1, l}} \int_{Q_{2, k}} K(x, y, z) b_{2, k}(z) b_{1, /}(y) d z d y\right| d x \\
&= \int_{\left(Q_{1, l}^{*} \cup Q_{2, k}^{*}\right)}\left|\int_{Q_{1, l}} \int_{Q_{2, k}}\left(K(x, y, z)-K\left(x, c_{Q_{1, l}}, c_{Q_{2, k}}\right)\right) b_{2, k}(z) b_{1, l}(y) d z d y\right| d x \\
&= \int_{Q_{1, l}} \int_{Q_{2, k}} \int_{\left(Q_{1, l}^{*} \cup Q_{2, k}^{*}\right)^{c}} \mid K(x, y, z)-K\left(x, c_{\left.Q_{1, l}, c_{Q_{2, k}}\right)|d x| b_{2, k}(z)| | b_{1, I}(y) \mid d z d y}\right. \\
& \lesssim \lambda^{2}\left|Q_{1, l}\right|\left|Q_{2, k}\right| \\
& \sup _{(y, z) \in P \times Q} \int_{\left(Q_{1, l}^{*}, \cup Q_{2, k}^{*}\right)^{c}} \mid K(x, y, z)-K\left(x, c_{Q_{1, l}}, c_{\left.Q_{2, k}\right)} \mid d x\right.
\end{aligned}
$$

and therefore

$$
\left|E_{4}\right| \lesssim
$$

$$
\begin{gathered}
\sum_{l, k}\left|Q_{1, l}\right|\left|Q_{2, k}\right| \sup _{(y, z) \in P \times Q} \int_{\mathbb{R}^{n} \backslash\left(Q_{1, l}^{*} \cup Q_{2, k}^{*}\right)}\left|K(x, y, z)-K\left(x, c_{Q_{1, l},}, c_{Q_{2, k}}\right)\right| d x \\
\lesssim\left(\left|\cup, Q_{1, l}\right|+\left|\cup_{k} Q_{2, k}\right|\right)=\left(\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right) \lesssim \frac{1}{\lambda}
\end{gathered}
$$

and therefore

$$
\left|E_{4}\right| \lesssim
$$

$$
\begin{gathered}
\sum_{l, k}\left|Q_{1, l}\right|\left|Q_{2, k}\right| \sup _{(y, z) \in P \times Q} \int_{\mathbb{R}^{n} \backslash\left(Q_{1, l}^{*} \cup Q_{2, k}^{*}\right)}\left|K(x, y, z)-K\left(x, c_{Q_{1, l},}, c_{Q_{2, k}}\right)\right| d x \\
\lesssim\left(\left|\cup, Q_{1, l}\right|+\left|\cup_{k} Q_{2, k}\right|\right)=\left(\left|\Omega_{1}\right|+\left|\Omega_{2}\right|\right) \lesssim \frac{1}{\lambda}
\end{gathered}
$$

as we wanted to prove.

We were looking for conditions to obtained the bilinear estimate

$$
L^{1} \times L^{1} \rightarrow L^{1 / 2, \infty}
$$

or similarly the $m$-linear one

$$
L^{1} \times \cdots \times L^{1} \rightarrow L^{1 / m, \infty}
$$

from a strong one, and then by duality and interpolation obtain all the ranges of exponents.
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from a strong one, and then by duality and interpolation obtain all the ranges of exponents.
There are however other naturally appearing weak-type end-point estimates in the multilinear case.

We were looking for conditions to obtained the bilinear estimate

$$
L^{1} \times L^{1} \rightarrow L^{1 / 2, \infty}
$$

or similarly the $m$-linear one

$$
L^{1} \times \cdots \times L^{1} \rightarrow L^{1 / m, \infty}
$$

from a strong one, and then by duality and interpolation obtain all the ranges of exponents.
There are however other naturally appearing weak-type end-point estimates in the multilinear case.
They take the form

$$
\begin{aligned}
& \left|\left\{x \in \mathbb{R}^{n}:\left|T\left(f_{1}, \cdots, f_{m}\right)(x)\right|>\lambda^{m}\right\}\right| \\
& \leq C \prod_{j=1}^{m}\left(\int_{\mathbb{R}^{n}} \Phi\left(\frac{\left|f_{j}(x)\right|}{\lambda}\right) d x\right)^{1 / m}
\end{aligned}
$$
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## Examples:

Multilinear commutators of $m$-CZOs and BMO functions:
Lerner, Ombrosi, Pérez, T. , Trujillo-González

$$
T_{\Sigma \mathbf{b}}(\mathbf{f})(x)=\int \sum_{j=1}^{m}\left(b_{j}(x)-b_{j}\left(y_{j}\right)\right) K\left(x, y_{1}, \ldots, y_{m}\right) f_{1}\left(y_{1}\right) \ldots f_{m}\left(y_{m}\right) d \mathbf{y}
$$

Pérez, Pradolini, T., Trujillo-González
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Multi(sub)linear strong maximal function:
Grafakos, Liu, Pérez, T.

$$
\mathcal{M}_{\mathcal{R}}\left(f_{1}, \ldots, f_{m}\right)(x)=\sup _{R \ni x} \prod_{i=1}^{m}\left(\frac{1}{|R|} \int_{R}\left|f_{i}(y)\right| d y\right)
$$

Let

$$
\begin{gathered}
\Phi_{n}(t)=t\left(1+\left(\log ^{+} t\right)^{n-1}\right) \approx t(\log (e+t))^{n-1} \\
\Phi_{n}^{(m)}:=\overbrace{\Phi_{n} \circ \cdots \circ \Phi_{n}}^{m} .
\end{gathered}
$$

Let
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\Phi_{n}(t)=t\left(1+\left(\log ^{+} t\right)^{n-1}\right) \approx t(\log (e+t))^{n-1} \\
\Phi_{n}^{(m)}:=\overbrace{\Phi_{n} \circ \cdots \circ \Phi_{n}}^{m} .
\end{gathered}
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We have the end-point estimates

$$
\begin{aligned}
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which are sharp in appropriate senses.

Let

$$
\begin{gathered}
\Phi_{n}(t)=t\left(1+\left(\log ^{+} t\right)^{n-1}\right) \approx t(\log (e+t))^{n-1} \\
\Phi_{n}^{(m)}:=\overbrace{\Phi_{n} \circ \cdots \circ \Phi_{n}}^{m} .
\end{gathered}
$$

We have the end-point estimates

$$
\begin{aligned}
& \left|\left\{x \in \mathbb{R}^{n}:\left|T_{\Sigma \mathbf{b}}(\mathbf{f})(x)\right|>t^{m}\right\}\right| \lesssim \prod_{j=1}^{m}\left(\int_{\mathbb{R}^{n}} \Phi_{2}\left(\frac{\left|f_{j}(x)\right|}{t}\right) d x\right)^{1 / m} \\
& \left|\left\{x \in \mathbb{R}^{n}:\left|T_{\Pi \mathbf{b}}(\mathbf{f})(x)\right|>t^{m}\right\}\right| \lesssim \prod_{j=1}^{m}\left(\int_{\mathbb{R}^{n}} \Phi_{2}^{(m)}\left(\frac{\left|f_{j}(x)\right|}{t}\right) d x\right)^{1 / m} \\
& \left|\left\{x \in \mathbb{R}^{n}: \mathcal{M}_{\mathcal{R}}(\mathbf{f})(x)>t^{m}\right\}\right| \lesssim \prod_{i=1}^{m}\left(\int_{\mathbb{R}^{n}} \Phi_{n}^{(m)}\left(\frac{\left|f_{i}(x)\right|}{t}\right) d x\right)^{1 / m}
\end{aligned}
$$

which are sharp in appropriate senses.
They can also be use to interpolate!

## Theorem (Grafakos, Liu, Pérez, T.)

Suppose a bisublinear operator $T$ maps $L^{s_{1}} \times L^{s_{2}} \rightarrow L^{s, \infty}$ for all $1<s_{1}, s_{2}, s<\infty$ with $1 / s_{1}+1 / s_{2}=1 / s$ and also satisfies the endpoint distributional estimate

$$
\left|\left\{\left|T\left(f_{1}, f_{2}\right)\right|>\lambda\right\}\right| \leq C\left(\int \Phi\left(\frac{f_{1}}{\sqrt{\lambda}}\right) d x\right)^{\frac{1}{2}}\left(\int \Phi\left(\frac{f_{2}}{\sqrt{\lambda}}\right) d x\right)^{\frac{1}{2}}
$$

where $\Phi$ is a nonnegative function that satisfies $\Phi(0)=0$ and

$$
\int_{0}^{1} \lambda^{\alpha} \Phi\left(\frac{1}{\lambda}\right) d \lambda<\infty
$$

for all $\alpha>0$.

## Theorem (Grafakos, Liu, Pérez, T.)

Suppose a bisublinear operator $T$ maps $L^{s_{1}} \times L^{s_{2}} \rightarrow L^{s, \infty}$ for all $1<s_{1}, s_{2}, s<\infty$ with $1 / s_{1}+1 / s_{2}=1 / s$ and also satisfies the endpoint distributional estimate

$$
\left|\left\{\left|T\left(f_{1}, f_{2}\right)\right|>\lambda\right\}\right| \leq C\left(\int \Phi\left(\frac{f_{1}}{\sqrt{\lambda}}\right) d x\right)^{\frac{1}{2}}\left(\int \Phi\left(\frac{f_{2}}{\sqrt{\lambda}}\right) d x\right)^{\frac{1}{2}}
$$

where $\Phi$ is a nonnegative function that satisfies $\Phi(0)=0$ and

$$
\int_{0}^{1} \lambda^{\alpha} \Phi\left(\frac{1}{\lambda}\right) d \lambda<\infty
$$

for all $\alpha>0$.
Then $T: L^{p_{1}} \times L^{p_{2}} \rightarrow L^{p}$ for all $1 / p_{1}+1 / p_{2}=1 / p$ with $1<p_{1}, p_{2}<\infty$ and $1 / 2<p<\infty$.

## Many thanks for your attention

A regularity condition for end-point estimates of bilinear CZOs

## Happy Birthday Eric!!!

A regularity condition for end-point estimates of bilinear CZOs

