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$x$ is infinite iff $|x|>q$, for all $q \in \mathbb{R}^{+}$
$x$ is infinitely small iff $|x|<q$, for all $q \in \mathbb{R}^{+} \quad$ (e.g. $1 / \omega$ )
(also ' $x \approx 0$ ' or ' $x$ is infinitesimal')
The set $\mathbb{N}$ is extended to $* \mathbb{N}=\{\underbrace{0,1,2,3, \ldots}_{\mathbb{N}}, \ldots, \omega-1, \omega, \omega+1, \ldots\}$
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## Theorem ( $\square_{1}$ )

For every $\varphi \in \Delta_{0}$, we have $(\forall n \in \mathbb{N}) \varphi(n) \rightarrow\left(\forall n \in{ }^{*} \mathbb{N}\right) \varphi(n)$.
Also called 'Transfer principle for $\Pi_{1}$-formulas' or ' $\Pi_{1}$-transfer'.
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## Theorem

In NSA, LPO is equivalent to MP plus LLPO
LPO: $P \vee \sim P, \mathrm{MP}: \sim \sim P \rightarrow P$, LLPO: $\sim(P \wedge Q) \rightarrow \sim P \vee \sim Q\left(P, Q \in \Sigma_{1}\right)$
Why does this connection exist?
Compare $\mathbb{N}$ and $\mathcal{N}$.
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