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- Conserved Quantities.
- Keep track of motion of many particles.
- Local Equilibria
- Averaging has to be done.
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$\square p(w)=p(-w) ; \sum_{w} w_{i} w_{j} p(w)=\delta_{i, j}$

$$
\begin{aligned}
& (\mathcal{L} f)(\eta)=\sum_{u, v} p(v-u) \eta(u)(1-\eta(v))\left[f\left(\eta^{u, v}\right)-f(\eta)\right] \\
& \eta \rightarrow \eta^{u, v} \Leftrightarrow(1,0) \leftrightarrow(0,1) .
\end{aligned}
$$

$$
\begin{array}{r}
(\mathcal{A} f)\left(\left\{u_{j}\right\}\right)= \\
\sum_{i} \sum_{w} p(w)\left(1-\eta\left(u_{i}+w\right)\right) \\
{\left[f\left(\left\{u_{j}\right\}, i, u_{i}+w\right)-f\left(\left\{u_{j}\right\}\right)\right]}
\end{array}
$$
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$-\mathbf{Z}_{N}^{d}$, periodic. Number of particles $\rho N^{d}$
$\square u \rightarrow x=\frac{u}{N}$
$-N^{2} t \rightarrow t$

$$
\begin{gathered}
\mathcal{L}_{N}=N^{2} \mathcal{L} ; \mathcal{A}_{N}=N^{2} \mathcal{A} \\
R=\frac{1}{N^{d}} \sum_{i} \delta_{\frac{u_{i}(\cdot)}{N}}
\end{gathered}
$$
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## Initial Condition

$\square \frac{1}{N^{d}} \sum_{i} \delta_{\frac{u_{i}(0)}{N}}=\frac{1}{N^{d}} \sum_{u} \eta_{0}(u) \delta_{\frac{u}{N}}=r_{N}$

- A measure on the Torus $\mathcal{T}^{d}$.
$\square r_{N} \rightarrow \rho_{0}(x) d x$
$\square 0 \leq \rho_{0}(x) \leq 1$
$\int_{\mathcal{T}^{d}} \rho_{0}(x) d x=\rho$
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$\square$ The rates do not have to be equal. Introduce a bias.
$\square q:[0, T] \times \mathcal{T}^{d} \times Z^{d} \rightarrow R$,

$$
\begin{gathered}
\left(\mathcal{L}_{N} f\right)(\eta)=N^{2} \sum_{u, v}\left(p(v-u)+\frac{q\left(t, \frac{u}{N}, v-u\right)}{N}\right) \\
\eta(u)(1-\eta(v))\left[f\left(\eta^{u, v}\right)-f(\eta)\right] \\
-q(t, x, z)+q(t, x,-z)=0 .
\end{gathered}
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Entropy Cost $H\left(\lambda_{2}, \lambda_{1}\right)=\lambda_{2} \log \frac{\lambda_{2}}{\lambda_{1}}-\left(\lambda_{2}-\lambda_{1}\right)$
$N^{2} E\left[\int_{0}^{T} \sum_{u, w}\left[\eta(t, u)(1-\eta(t, u+w)) H\left(p+\frac{q}{N}, p\right)\right] d t\right]$
Minimize over $q$, fixing $b$.
Replace $\eta(t, u)[1-\eta(t, u+w)]$ by
$\rho\left(t, \frac{x}{N}\right)\left(1-\rho\left(t, \frac{x}{N}\right)\right)$.
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$\square$ Diffuses. $S(\rho)$. $S(\rho) \rightarrow I$ as $\rho \rightarrow 0$ and $S(\rho) \rightarrow 0$ as $\rho \rightarrow 1$.
$\square$ What about non equilibrium?

$$
\begin{gathered}
\mathcal{D}_{t}=\frac{1}{2} \nabla \cdot S(\rho(t, x)) \nabla+[S(\rho)-I] \frac{\nabla \rho}{2 \rho} \cdot \nabla \\
\rho_{t}=D_{t}^{*} \rho
\end{gathered}
$$
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- One strictly convex function is enough.
- $h(p)=-[p \log p+(1-p) \log (1-p)]$
- Large deviations for $\rho(t, x)$
- Infinite unless $\rho$ is a weak solution of $\rho_{t}+[\rho(1-\rho)]_{x}=0$

$$
I(\rho(\cdot, \cdot))=\int_{\mathcal{S}} \int_{0}^{T}\left[[h(\rho)]_{t}+[g(\rho)]_{x}\right]^{+} d x d t
$$
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$\square$ Find pairs $c, \phi_{c}$ such that $E\left[\phi_{c}\right]=1, E\left[c \phi_{c}\right]=m$
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\mathcal{L}_{a, c}^{*} \phi_{c}=0 \\
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$\square a\left(T_{x} \omega\right), b\left(T_{x} \omega\right)$ are stationary processes.
- $\mathcal{L}=\frac{1}{2} a(\omega) D_{x}^{2}+b(\omega) D_{x}$
$\square$ Diffusion on $\Omega$. Is there an invariant measure $Q$ with $d Q=\phi(\omega) d P$.
$\square\left(\Omega, \mathcal{F}, P,\left\{T_{x} ; x \in R\right\}\right)$ Measure preserving.
$\square a\left(T_{x} \omega\right), b\left(T_{x} \omega\right)$ are stationary processes.
- $\mathcal{L}=\frac{1}{2} a(\omega) D_{x}^{2}+b(\omega) D_{x}$
$\square$ Diffusion on $\Omega$. Is there an invariant measure $Q$ with $d Q=\phi(\omega) d P$.
- It is unique if it exists and is ergodic.
- Cannot in general find $\phi$ for a given $b$.
- Cannot in general find $\phi$ for a given $b$.
$\square$ But can find pairs $\left(c, \phi_{c}\right)$ such that $\mathcal{L}^{*} \phi_{c}=0$.
- Cannot in general find $\phi$ for a given $b$.
$\square$ But can find pairs $\left(c, \phi_{c}\right)$ such that $\mathcal{L}^{*} \phi_{c}=0$.
$\square I(m)=\inf _{c, \phi: E[\phi c]=m} H(c, \phi)$
- Cannot in general find $\phi$ for a given $b$.
$\square$ But can find pairs $\left(c, \phi_{c}\right)$ such that $\mathcal{L}^{*} \phi_{c}=0$.
$\square I(m)=\inf _{c, \phi: E[\phi c]=m} H(c, \phi)$
$\square H(c, \phi)=\frac{1}{2} E^{Q}\left[\frac{(c-b)^{2}}{a}\right]=\frac{1}{2} E^{P}\left[\frac{(c-b)^{2}}{a} \phi_{c}\right]$
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$\square$ Take $a(x)=1$. Consider the limit
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\lim _{t \rightarrow \infty} \frac{1}{t} \log E\left[e^{\theta x(t)}\right]=\Lambda(\theta)
$$
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## Another way

$\square$ Take $a(x)=1$. Consider the limit

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log E\left[e^{\theta x(t)}\right]=\Lambda(\theta)
$$

- Then

$$
I(m)=\sup _{\theta}[\theta m-\Lambda(\theta)]
$$

$\square$ Solve the equation

$$
u_{t}+\frac{1}{2} u_{x x}+b(x, \omega) u_{x}=0 ; u(T, x)=e^{\theta x}
$$

## Another way

$\square$ Take $a(x)=1$. Consider the limit

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \log E\left[e^{\theta x(t)}\right]=\Lambda(\theta)
$$

$\square$ Then

$$
I(m)=\sup _{\theta}[\theta m-\Lambda(\theta)]
$$

$\square$ Solve the equation

$$
\begin{gathered}
u_{t}+\frac{1}{2} u_{x x}+b(x, \omega) u_{x}=0 ; u(T, x)=e^{\theta x} \\
\Lambda(\theta)=\lim _{T \rightarrow \infty} \frac{\log u(T, 0)}{T}
\end{gathered}
$$
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- Hopf-Cole transformation.

Call $v^{T}(t, x)=\log \frac{u(T t, T x)}{T}$. Then $u(t, x)=e^{T v^{T}\left(\frac{t}{T}, \frac{x}{T}\right)}$ and

- Hopf-Cole transformation.

Call $v^{T}(t, x)=\log \frac{u(T t, T x)}{T}$. Then

$$
u(t, x)=e^{T v^{T}\left(\frac{t}{T}, \frac{x}{T}\right)} \text { and }
$$

- Then $v^{T}$ satisfies

$$
v_{t}^{T}+\frac{1}{2 T} v_{x x}^{T}+\frac{1}{2}\left(v_{x}^{T}\right)^{2}+b(x, \omega) v_{x}^{T}=0, v^{T}(1, x)=\theta x
$$

- Hopf-Cole transformation.
- Call $v^{T}(t, x)=\log \frac{u(T t, T x)}{T}$. Then

$$
u(t, x)=e^{T v^{T}\left(\frac{t}{T}, \frac{x}{T}\right)} \text { and }
$$

- Then $v^{T}$ satisfies

$$
v_{t}^{T}+\frac{1}{2 T} v_{x x}^{T}+\frac{1}{2}\left(v_{x}^{T}\right)^{2}+b(x, \omega) v_{x}^{T}=0, v^{T}(1, x)=\theta x
$$

$\square$ Need the limit as $T \rightarrow \infty$ of $v_{T}(0,0)$.

## - The limit is a solution of

$$
v_{t}+h\left(v_{x}\right)=0 ; v(1, x)=\theta x
$$
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$\square h$ is not necessarily quadratic.

- The limit is a solution of

$$
v_{t}+h\left(v_{x}\right)=0 ; v(1, x)=\theta x
$$

$\square h$ is not necessarily quadratic.
$\square$ The solution is $v(t, x)=\theta x+h(\theta)(T-t)$

- The limit is a solution of

$$
v_{t}+h\left(v_{x}\right)=0 ; v(1, x)=\theta x
$$

$\square h$ is not necessarily quadratic.
$\square$ The solution is $v(t, x)=\theta x+h(\theta)(T-t)$

- $h(\theta)=\frac{v(0,0)}{T}$.
- Homogenization of random Hamilton-Jacobi equations.
- Homogenization of random Hamilton-Jacobi equations.

$$
v_{t}+\frac{\epsilon}{2} v_{x x}+f\left(\frac{x}{\epsilon}, v_{x}, \omega\right) ; v(1, x)=\theta x
$$

Can determine the limit, in an analogous manner.

- Homogenization of random Hamilton-Jacobi equations.

$$
v_{t}+\frac{\epsilon}{2} v_{x x}+f\left(\frac{x}{\epsilon}, v_{x}, \omega\right) ; v(1, x)=\theta x
$$

Can determine the limit, in an analogous manner.

- Let

$$
h(x, b, \omega)=\sup _{v}[b v-f(x, v, \omega)]
$$

## $v_{\epsilon}(0,0, \omega)=$

$$
\sup _{b=b(s, x, \omega)} E\left[\theta x(1)-\int_{0}^{1} h\left(\frac{x(s)}{\epsilon}, b(s, x(s), \omega), \omega\right) d s\right]
$$

$$
v_{\epsilon}(0,0, \omega)=
$$

$$
\sup _{b=b(s, x, \omega)} E\left[\theta x(1)-\int_{0}^{1} h\left(\frac{x(s)}{\epsilon}, b(s, x(s), \omega), \omega\right) d s\right]
$$

With $T=\epsilon^{-1}$, and rescaling space and time
$v_{T}(0,0, \omega)=$
$\sup _{b=b(s, x, \omega)} E\left[\theta \frac{x(T)}{T}-\frac{1}{T} \int_{0}^{T} h(x(s), b(s, x(s), \omega), \omega) d s\right]$

- Covariant stationary controls are asymptotically efficient.
- Covariant stationary controls are asymptotically efficient.
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$f(x, v, \omega)=f\left(v, T_{x} \omega\right)$ and $h(x, b, \omega)=h\left(b, T_{x} \omega\right)$
Then $b(s, x, \omega)$ can be taken to be a stationary process $b\left(T_{x} \omega\right)$.
- Covariant stationary controls are asymptotically efficient.
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$f(x, v, \omega)=f\left(v, T_{x} \omega\right)$ and $h(x, b, \omega)=h\left(b, T_{x} \omega\right)$
Then $b(s, x, \omega)$ can be taken to be a stationary process $b\left(T_{x} \omega\right)$.
$\square v_{T} \rightarrow v$ which is non random.
- Covariant stationary controls are asymptotically efficient.
$\square$ Take $\left(\Omega, \mathcal{F}, T_{x}, P\right)$.
$f(x, v, \omega)=f\left(v, T_{x} \omega\right)$ and $h(x, b, \omega)=h\left(b, T_{x} \omega\right)$
Then $b(s, x, \omega)$ can be taken to be a stationary process $b\left(T_{x} \omega\right)$.
$\square v_{T} \rightarrow v$ which is non random.

$$
v(0,0)=\sup _{\left(b, P_{b}\right)} E^{P_{b}}[\theta b(\omega)-h(b(\omega), \omega)]
$$

## Last Slide

## THE END

