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Maximum likelihood estimation with truncated data

� In operational risk contexts, severity data is usually left-truncated 

– ORX has a loss reporting threshold of €20,000

� Data truncation has a distorting influence on the likelihood function

– Causes the contours of the likelihood function to be oblong in shape (banana shape)
– Result: high variability in estimating the maximum, high correlation among parameters

– Especially true for location-scale families of distributions

� We have observed this 
– E.g., in fitting lognormals, possible to get very low values of µ and high values of σ

– Although fits to the data can still be good, the values of the estimates can have a large 
effect when extrapolating to estimate high quantiles

� Can we reduce the distorting effects of truncation to get more stable & robust estimators?
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Variance of sample solutions for estimating a Lognormal (10,2) 
truncated at 20,000
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Maximum likelihood estimation with truncated data

� Suppose we have data x1, x2, ..., xn which is left-truncated a level t and we are fitting a 
distribution function F(x; θ) with density function f(x; θ) 

� In maximum likelihood estimation with truncated data we find the value of θ minimizing

– The term (a) is the usual objective function for maximum likelihood estimation

– The presence of the second term (b) is needed to account for data truncation 

� We propose to add a linear penalty term that reduces the distorting effect of term (b)

(a) (b)

penalty parameter

penalty vector ||ν|| = 1
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Likelihood function contours for Lognormal(10,2) truncated at 20,000
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Properties of the penalized likelihood estimator 

� The addition of the linear term “tilts” the likelihood function in a particular direction
– Should tilt in a direction that achieves greatest reduction in variance of estimator

• Direction of tilt should be aligned with the “valley floor” of the likelihood function
• Rule of thumb: align penalty vector ν with the first principal component of inverse of Hessian 

matrix of the likelihood function evaluated at the ML estimator

� Penalized likelihood estimator is an M-estimator
– Distinct setting from robust estimation / Huber estimators

� As an M-estimator, it inherits many properties of maximum likelihood estimator
– Consistent
– Asymptotically Normal
– Asymptotically efficient

� Trades off large amount of variance for a small increase in bias – overall reduction in error
– In the spirit of ridge regression and shrinkage estimators (James-Stein)
– Does not shrink estimates automatically to zero; rather, we choose penalty direction 
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Bias-variance tradeoff in selection of penalty parameter
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Consistency and asymptotic normality: two views

� Assuming the penalty parameter κ/n is oP (1) as n → ∞, asymptotically the distribution of the penalized 
likelihood estimator converges to the maximum likelihood estimator 

� Suppose rather that κ′ ≡ κ/n is a fixed penalty parameter and define

– This estimator is asymptotically biased, as the penalty term does not reduce with n
– We use this representation of the estimator for the purposes of deriving a suitable heuristic for 

selecting the penalty terms κ and ν for a given sample size n

� Let 

and let θ′ minimize Em(x)

� Then under this view, the estimator converges to θ′ and 

where V
θ′

-1 is the Hessian of El(θ′; x), and           is the derivative of m
θ′
(x)  
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How should we choose the penalty parameter κ ?

� Often can make a reasonable guess from the geometry of likelihood function

� Heuristic developed to automatically choose κ for a given choice of ν
– Based on first-order and asymptotic approximations of the change in bias and variance 

components of the estimator error

– Optimizing this expression for κ yields

� Related expressions can be derived to minimize approximate estimation error for functionals
of the distribution (such as high quantile values) rather than parameter error

V
θ
-1 = inverse Hessian of LL 

function at θ

J(θ) =  est. variance at MLE 
value θ = trace(V

θ
-1)

variance squared bias

does not 
depend on n!
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Choosing the penalty parameters: derivation

� The MSE of the estimator is equal to its variance plus the square of its bias

– The covariance matrix can be approximated using

– Using a second-order Taylor expansion of the likelihood, the bias can be approximated 

� The MSE may therefore be approximated as

� The variance expression requires θ′ rather than θ.  Substituting a first-order approximation 
of J(θ) ≡ trace(Vθ-1),

we can derive the expression for ∆MSE on the previous slide
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Choosing the penalty direction

� From the expression for ∆MSE we can deduce

– If ν is chosen among values such that ||Vθ-1ν||2 = 1, then MSE is minimized when Vθ-1ν
is aligned with ∇J(θ)

– Thus a good choice for ν is Vθ∇J(θ)T

� Alternatively, from heuristic reasoning one could select ν to be aligned with the largest 
principal component of Vθ-1

– Supposing the associated eigenvalue of the principal component is λ, we have 
(assuming ||ν||2 = 1)

• κ* = ∇J(θ)ν / 2λ

• ∆MSE ≈ -(∇J(θ)ν)2 / 4n2λ

� Estimating ∇J(θ) can be done based on the data sample

– We find that using a finite-difference approximation of the variance trace in the principal 
component direction yields a stable estimator and a well-performing κ*
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Choosing the penalty parameter to minimize quantile error

� Instead of minimizing mean squared error in the parameters, we may rather be interested in 
minimizing a particular function Q(θ) of the resulting distribution

– For example, the error of estimating high quantiles of the fitted distribution

� Using the delta method, the variance of the penalized estimator can be expressed 

� The bias can be written

� Again, using a Taylor expansion to approximate G(θ′) in terms of θ an approximately optimal 
value of κ is 
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Applicability to other non-ML estimation contexts ? 

� The same distortions due to data truncation are apparent for the Cramer-von Mises and 
Anderson-Darling minimum-distance estimators, as well as the quantile distance estimator

� However, in these settings we are not dealing with M-estimators, so the theory presented 
does not apply
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Simulation tests of estimator efficiency

� Ran several simulations for 1,000 iterations each

– Tested left-truncated Lognormal, right-truncated log-logistic, and left-truncated Weibull
– Sample sizes: 100 or 1,000

– Truncation points: 25th, 50th, 75th, and 90th percentiles of distribution

� Compared four different estimators

– Maximum likelihood estimator (No penalty)

– Penalized estimator using κ* based on knowledge of true parameters (κ* - True Param)

– Penalized estimator using κ based on bootstrap search for best value (    - True Param)
– Penalized estimator using κ* based on estimated parameters (κ* - Est Param)

� Results summary
– Substantial improvements in MSE in nearly every case

– Works best in low-data scenario; in high-data scenario performs closer to MLE

– Best results when truncation occurs near the median of the underlying distribution
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Simulation Results: left-truncated Lognormal(10,2), sample size 100
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Simulation Results: left-truncated Lognormal(10,2) sample size 1000
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Simulation Results: right-truncated Loglogistic(10,0.8), sample size 100
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Simulation Results: right-truncated Loglogistic(10,0.8), sample size 1000
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Simulation Results: left-truncated Weibull(10,0.5), sample size 100
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Extreme distortions in the Weibull likelihood 

� Estimated parameters from 1,000 samples of a left-truncated Weibull(10,0.5) truncated at 
the 90th percentile (15.2)

– Left graph shows estimates with sample size 100, right graph sample size 1,000
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Improved stability of the penalized likelihood estimator 

� Data: Private Banking / Clients Products and Business Practices 2002Q1 – 2008Q2 (1,309 
data values); fit using Lognormal distribution over increasing truncation levels
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Robustness to data contamination

Fit of Lognormal distributions to data generated from mixture of Lognormals (10,2) + (12,4) 
with increasing mixture weights
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Conclusions

� Penalized likelihood estimator achieves improved error over maximum likelihood estimator 
for truncated data in most cases

– Best applied to estimation on small sample sizes

– Automatic selection of penalty parameter κ* provides good results but can be improved
– Also achieves substantially reduced error in high quantile estimation

– Weibull distribution showed extreme distortions in likelihood surface, leading to poor 
estimation of good penalty parameters

� More robust and stable outcomes than ML estimates

� Can also be applied to Cramer-von Mises, Anderson-Darling, quantile distance estimators

� Future work: determine how covariates can best be incorporated into penalty scheme


