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is a free $S$-module.

The freeness of multiarrangements was introduced by G. Ziegler (1989).

1. Notation and Definitions

## 1. Notation and Definitions

A multiplicity $m: \mathcal{A} \rightarrow \mathbb{Z}_{>0}$ is called free if $(\mathcal{A}, m)$ is free.

## 1. Notation and Definitions

A multiplicity $m: \mathcal{A} \rightarrow \mathbb{Z}_{>0}$ is called free if $(\mathcal{A}, m)$ is free.
Define the non-free multiplicity set
$\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A}):=\left\{m: \mathcal{A} \rightarrow \mathbb{Z}_{>0} \mid m\right.$ is not a free multiplicity $\}$.

## 1. Notation and Definitions

A multiplicity $m: \mathcal{A} \rightarrow \mathbb{Z}_{>0}$ is called free if $(\mathcal{A}, m)$ is free.
Define the non-free multiplicity set
$\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A}):=\left\{m: \mathcal{A} \rightarrow \mathbb{Z}_{>0} \mid m\right.$ is not a free multiplicity $\}$.

Definition 1.1 An arrangement $\mathcal{A}$ is called totally free if every multiplicity $m: \mathcal{A} \rightarrow \mathbb{Z}_{>0}$ is a free multiplicity, or equivalently $\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A})=\emptyset$.

## 1. Notation and Definitions

A multiplicity $m: \mathcal{A} \rightarrow \mathbb{Z}_{>0}$ is called free if $(\mathcal{A}, m)$ is free.
Define the non-free multiplicity set
$\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A}):=\left\{m: \mathcal{A} \rightarrow \mathbb{Z}_{>0} \mid m\right.$ is not a free multiplicity $\}$.

Definition 1.1 An arrangement $\mathcal{A}$ is called totally free if every multiplicity $m: \mathcal{A} \rightarrow \mathbb{Z}_{>0}$ is a free multiplicity, or equivalently $\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A})=\emptyset$.

For example, any arrangement in either one-dimensional or two-dimensional vector spaces is totally free. Boolean arrangements are totally free.

## 2. Main Theorem - statement

## 2. Main Theorem - statement

Main Theorem. An arrangement $\mathcal{A}$ is totally free if and only if

## 2. Main Theorem - statement

Main Theorem. An arrangement $\mathcal{A}$ is totally free if and only if it has a decomposition

$$
\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2} \times \cdots \times \mathcal{A}_{s}
$$

where each $\mathcal{A}_{i}$ is an arrangement in either one-dimensional or two-dimensional vector spaces.

## 2. Main Theorem - statement

Main Theorem. An arrangement $\mathcal{A}$ is totally free if and only if it has a decomposition

$$
\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2} \times \cdots \times \mathcal{A}_{s}
$$

where each $\mathcal{A}_{i}$ is an arrangement in either one-dimensional or two-dimensional vector spaces.

We will also prove the following theorem:

## 2. Main Theorem - statement

Main Theorem. An arrangement $\mathcal{A}$ is totally free if and only if it has a decomposition

$$
\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2} \times \cdots \times \mathcal{A}_{s},
$$

where each $\mathcal{A}_{i}$ is an arrangement in either one-dimensional or two-dimensional vector spaces.

We will also prove the following theorem:
Theorem 2.1. If $\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A})$ is a finite set, then it is empty.
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Main Theorem (again). An arrangement $\mathcal{A}$ is totally free if and only if it has a decomposition

$$
\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2} \times \cdots \times \mathcal{A}_{s},
$$

where each $\mathcal{A}_{i}$ is an arrangement in either one-dimensional or two-dimensional vector spaces.

Corollary 2.2 The totally freeness is a combinatorial property.
(i. e., depending only on the intersection lattice $L(\mathcal{A})$.)

Corollary 2.3 The totally freeness is closed under restriction and deletion.
3. Proof of Main Theorem - LMP vs $G M P$

## 3. Proof of Main Theorem - LMP vs $G M P$

$(\mathcal{A}, m)$ : a free multiarrangement

## 3. Proof of Main Theorem - LMP vs $G M P$

$(\mathcal{A}, m)$ : a free multiarrangement
$\theta_{1}, \ldots, \theta_{\ell}$ : a homogeneous basis for $D(\mathcal{A}, m)$

## 3. Proof of Main Theorem - LMP vs $G M P$

$(\mathcal{A}, m)$ : a free multiarrangement
$\theta_{1}, \ldots, \theta_{\ell}$ : a homogeneous basis for $D(\mathcal{A}, m)$
$\exp (\mathcal{A}, m):=\left(\operatorname{deg} \theta_{1}, \ldots, \operatorname{deg} \theta_{\ell}\right):$ the set of exponents
$\left(\operatorname{deg}\left(\theta_{i}\right):=\operatorname{deg} \theta_{i}(\alpha)\right.$ for any linear form $\alpha$ with $\left.\theta_{i}(\alpha) \neq 0\right)$

## 3. Proof of Main Theorem - LMP vs $G M P$

$(\mathcal{A}, m)$ : a free multiarrangement
$\theta_{1}, \ldots, \theta_{\ell}$ : a homogeneous basis for $D(\mathcal{A}, m)$
$\exp (\mathcal{A}, m):=\left(\operatorname{deg} \theta_{1}, \ldots, \operatorname{deg} \theta_{\ell}\right):$ the set of exponents
$\left(\operatorname{deg}\left(\theta_{i}\right):=\operatorname{deg} \theta_{i}(\alpha)\right.$ for any linear form $\alpha$ with $\left.\theta_{i}(\alpha) \neq 0\right)$
$L(\mathcal{A})_{2}:=\left\{X \in L(\mathcal{A}) \mid \operatorname{codim}_{V}(X)=2\right\}$

## 3. Proof of Main Theorem - LMP vs $G M P$

$(\mathcal{A}, m)$ : a free multiarrangement
$\theta_{1}, \ldots, \theta_{\ell}$ : a homogeneous basis for $D(\mathcal{A}, m)$
$\exp (\mathcal{A}, m):=\left(\operatorname{deg} \theta_{1}, \ldots, \operatorname{deg} \theta_{\ell}\right):$ the set of exponents
$\left(\operatorname{deg}\left(\theta_{i}\right):=\operatorname{deg} \theta_{i}(\alpha)\right.$ for any linear form $\alpha$ with $\left.\theta_{i}(\alpha) \neq 0\right)$
$L(\mathcal{A})_{2}:=\left\{X \in L(\mathcal{A}) \mid \operatorname{codim}_{V}(X)=2\right\}$
$\mathcal{A}_{X}:=\{H \in \mathcal{A} \mid X \subset H\}:$ the localization of $\mathcal{A}$ at $X$
3. Proof of Main Theorem - LMP vs $G M P$

## 3. Proof of Main Theorem - LMP vs $G M P$

$\left(d_{1}^{X}, d_{2}^{X}, 0, \ldots, 0\right):$ the exponents of $\left(\mathcal{A}_{X},\left.m\right|_{\mathcal{A}_{X}}\right)$

## 3. Proof of Main Theorem - LMP vs $G M P$

$\left(d_{1}^{X}, d_{2}^{X}, 0, \ldots, 0\right):$ the exponents of $\left(\mathcal{A}_{X},\left.m\right|_{\mathcal{A}_{X}}\right)$
$L M P_{2}(\mathcal{A}, m):=\sum_{X \in L(\mathcal{A})_{2}} d_{1}^{X} d_{2}^{X}:$ second local mixed product

## 3. Proof of Main Theorem - LMP vs $G M P$

$\left(d_{1}^{X}, d_{2}^{X}, 0, \ldots, 0\right):$ the exponents of $\left(\mathcal{A}_{X},\left.m\right|_{\mathcal{A}_{X}}\right)$
$L M P_{2}(\mathcal{A}, m):=\sum_{X \in L(\mathcal{A})_{2}} d_{1}^{X} d_{2}^{X}:$ second local mixed product
Suppose that $(\mathcal{A}, m)$ is free with exponents $\left(d_{1}, \ldots, d_{\ell}\right)$

## 3. Proof of Main Theorem - LMP vs $G M P$

$\left(d_{1}^{X}, d_{2}^{X}, 0, \ldots, 0\right):$ the exponents of $\left(\mathcal{A}_{X},\left.m\right|_{\mathcal{A}_{X}}\right)$
$L M P_{2}(\mathcal{A}, m):=\sum_{X \in L(\mathcal{A})_{2}} d_{1}^{X} d_{2}^{X}:$ second local mixed product
Suppose that $(\mathcal{A}, m)$ is free with exponents $\left(d_{1}, \ldots, d_{\ell}\right)$
$G M P_{2}(\mathcal{A}, m):=\sum_{1 \leq i<j \leq \ell} d_{i} d_{j}:$ second global mixed product

## 3. Proof of Main Theorem - LMP vs $G M P$

$\left(d_{1}^{X}, d_{2}^{X}, 0, \ldots, 0\right):$ the exponents of $\left(\mathcal{A}_{X},\left.m\right|_{\mathcal{A}_{X}}\right)$
$L M P_{2}(\mathcal{A}, m):=\sum_{X \in L(\mathcal{A})_{2}} d_{1}^{X} d_{2}^{X}:$ second local mixed product
Suppose that $(\mathcal{A}, m)$ is free with exponents $\left(d_{1}, \ldots, d_{\ell}\right)$
$G M P_{2}(\mathcal{A}, m):=\sum_{1 \leq i<j \leq \ell} d_{i} d_{j} \quad:$ second global mixed product
Theorem 3.1. (Abe-T-Wakefield (2007)) If a multiarrangement $(\mathcal{A}, m)$ is free, then

$$
L M P_{2}(\mathcal{A}, m)=G M P_{2}(\mathcal{A}, m) .
$$

3. Proof of Main Theorem

## 3. Proof of Main Theorem

$\mathcal{A}$ is said to be reducible if $\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2}$ for certain arrangements $\mathcal{A}_{i}$ in $V_{i}(i=1,2)$.

## 3. Proof of Main Theorem

$\mathcal{A}$ is said to be reducible if $\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2}$ for certain arrangements $\mathcal{A}_{i}$ in $V_{i}(i=1,2)$.
$\mathcal{A}$ is irreducible if it is not reducible.

## 3. Proof of Main Theorem

$\mathcal{A}$ is said to be reducible if $\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2}$ for certain arrangements $\mathcal{A}_{i}$ in $V_{i}(i=1,2)$.
$\mathcal{A}$ is irreducible if it is not reducible.
Lemma 3.2. Let $\mathcal{A}$ be an irreducible arrangement in $\mathbb{K}^{\ell}$ with $\ell \geq 2$. Then there exist $\ell+1$ hyperplanes $H_{1}, H_{2}, \ldots, H_{\ell+1}$ in $\mathcal{A}$ satisfying the following conditions:

## 3. Proof of Main Theorem

$\mathcal{A}$ is said to be reducible if $\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2}$ for certain arrangements $\mathcal{A}_{i}$ in $V_{i}(i=1,2)$.
$\mathcal{A}$ is irreducible if it is not reducible.
Lemma 3.2. Let $\mathcal{A}$ be an irreducible arrangement in $\mathbb{K}^{\ell}$ with $\ell \geq 2$. Then there exist $\ell+1$ hyperplanes $H_{1}, H_{2}, \ldots, H_{\ell+1}$ in $\mathcal{A}$ satisfying the following conditions:
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\begin{aligned}
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Proof. Suppose that $\mathcal{N F} \mathcal{M}(\mathcal{A})$ is a finite set. Choose $\ell+1$ hyperplanes $H_{1}, H_{2}, \ldots, H_{\ell+1}$ in $\mathcal{A}$ satisfying the conditions in Lemma 3.2.

Let $\mathcal{B}:=\left\{H_{1}, H_{2}, \ldots, H_{\ell+1}\right\}$. Define a multiplicity $m$ by:

$$
m(H)= \begin{cases}1 & \text { if } H \notin \mathcal{B}, \\ k & \text { if } H \in \mathcal{B},\end{cases}
$$

for every positive integer $k$.
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Let $|\mathcal{A}|=n$. Then

$$
\sum_{d \in \exp (\mathcal{A}, m)} d=(k-1)(\ell+1)+n .
$$
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$G M P_{2}(\mathcal{A}, m) \leq\binom{\ell}{2}\left\{\frac{(k-1)(\ell+1)+n}{\ell}\right\}^{2}=\frac{(\ell+1)^{2}(\ell-1)}{2 \ell} k^{2}+A k+B$
with some constants $A$ and $B$. By Theorem 3.1. we have
$\binom{\ell+1}{2} k^{2} \leq L M P_{2}(\mathcal{A}, m)=G M P_{2}(\mathcal{A}, m) \leq \frac{(\ell+1)^{2}(\ell-1)}{2 \ell} k^{2}+A k+B$
whenever $k$ is sufficiently large.
This is a contradiction because

$$
\binom{\ell+1}{2}-\frac{(\ell+1)^{2}(\ell-1)}{2 \ell}=\frac{\ell+1}{2 \ell}>0 .
$$
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## 3. Proof of Main Theorem

We now prove the following theorem stronger than Main Theorem.
Theorem 3.4 The following four conditions are equivalent:
(1) $\mathcal{A}$ is totally free, i. e., $\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A})$ is empty,
(2) $\mathcal{N F} \mathcal{F}(\mathcal{A})$ is a finite set,
(3) $\mathcal{A}$ has a decomposition $\mathcal{A}=\mathcal{A}_{1} \times \mathcal{A}_{2} \times \cdots \times \mathcal{A}_{s}$, where each $\mathcal{A}_{i}$ is an arrangement in either one-dimensional or two-dimensional vector spaces,
(4) every subarrangement of $\mathcal{A}$ is free.

Proof. We only show $(2) \Rightarrow(3)$ and $(4) \Rightarrow(3)$ because the other implications are easy to check.
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$(2) \Rightarrow(3)$ : Suppose that $\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A})$ is a finite set.
Decompose $\mathcal{A}$ into

$$
\mathcal{A}_{1} \times \mathcal{A}_{2} \times \cdots \times \mathcal{A}_{s}
$$

such that each $\mathcal{A}_{i}$ is irreducible.
Since
$D(\mathcal{A}, m) \simeq S \cdot D\left(\mathcal{A}_{1},\left.m\right|_{\mathcal{A}_{1}}\right) \oplus S \cdot D\left(\mathcal{A}_{2},\left.m\right|_{\mathcal{A}_{2}}\right) \oplus \cdots \oplus S \cdot D\left(\mathcal{A}_{s},\left.m\right|_{\mathcal{A}_{s}}\right)$
holds, $\mathcal{N F} \mathcal{M}\left(\mathcal{A}_{i}\right)$ is a finite set.
Thus Proposition 3.3 shows that each arrangement $\mathcal{A}_{i}$ is in $\mathbb{K}^{1}$ or $\mathbb{K}^{2}$.

## 3. Proof of Main Theorem

(4) $\Rightarrow$ (3): Decompose $\mathcal{A}$ into irreducible arrangements.

## 3. Proof of Main Theorem

$(4) \Rightarrow(3)$ : Decompose $\mathcal{A}$ into irreducible arrangements.
Then each of the irreducible arrangements satisfies the assumption (4).

## 3. Proof of Main Theorem

$(4) \Rightarrow(3)$ : Decompose $\mathcal{A}$ into irreducible arrangements.
Then each of the irreducible arrangements satisfies the assumption (4).
Therefore we may assume that $\mathcal{A}$ is irreducible from the beginning.

## 3. Proof of Main Theorem

$(4) \Rightarrow(3)$ : Decompose $\mathcal{A}$ into irreducible arrangements.
Then each of the irreducible arrangements satisfies the assumption (4).
Therefore we may assume that $\mathcal{A}$ is irreducible from the beginning.
Enough to prove $\ell \leq 2$. Suppose $\ell \geq 3$.

## 3. Proof of Main Theorem

$(4) \Rightarrow(3)$ : Decompose $\mathcal{A}$ into irreducible arrangements.
Then each of the irreducible arrangements satisfies the assumption (4).
Therefore we may assume that $\mathcal{A}$ is irreducible from the beginning.
Enough to prove $\ell \leq 2$. Suppose $\ell \geq 3$.
Then there exist $\ell+1$ hyperplanes $H_{1}, H_{2}, \ldots, H_{\ell+1}$ in $\mathcal{A}$ satisfying the conditions in Lemma 3.2.

## 3. Proof of Main Theorem

$(4) \Rightarrow(3)$ : Decompose $\mathcal{A}$ into irreducible arrangements.
Then each of the irreducible arrangements satisfies the assumption (4).
Therefore we may assume that $\mathcal{A}$ is irreducible from the beginning.
Enough to prove $\ell \leq 2$. Suppose $\ell \geq 3$.
Then there exist $\ell+1$ hyperplanes $H_{1}, H_{2}, \ldots, H_{\ell+1}$ in $\mathcal{A}$ satisfying the conditions in Lemma 3.2.

Then the arrangement $\mathcal{B}=\left\{H_{1}, H_{2}, \ldots, H_{\ell+1}\right\}$ is a generic arrangement which is known to be non-free.

## 3. Proof of Main Theorem

$(4) \Rightarrow(3)$ : Decompose $\mathcal{A}$ into irreducible arrangements.
Then each of the irreducible arrangements satisfies the assumption (4).
Therefore we may assume that $\mathcal{A}$ is irreducible from the beginning.
Enough to prove $\ell \leq 2$. Suppose $\ell \geq 3$.
Then there exist $\ell+1$ hyperplanes $H_{1}, H_{2}, \ldots, H_{\ell+1}$ in $\mathcal{A}$ satisfying the conditions in Lemma 3.2.

Then the arrangement $\mathcal{B}=\left\{H_{1}, H_{2}, \ldots, H_{\ell+1}\right\}$ is a generic arrangement which is known to be non-free.

This is a contradiction and thus we may conclude $\ell \leq 2$.
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## 4. Questions

We learned that the condition $\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A})=\emptyset$ restricts $\mathcal{A}$ very strongly.
$\mathcal{F M}(\mathcal{A})$ is the set of free multiplicities. Then
Question 1. How does the condition $\mathcal{F} \mathcal{M}(\mathcal{A})=\emptyset$ ( $=$ totally nonfreeness ) restrict $\mathcal{A}$ ?

Question 2. Is the totally non-freeness a combinatorial property ?
Question 3. If $\mathcal{F} \mathcal{M}(\mathcal{A})$ is a finite set, then is $\mathcal{F M}(\mathcal{A})$ empty?
More in general,
Question 4. What kind of restrictions does the set $\mathcal{F} \mathcal{M}(\mathcal{A})$ (or $\mathcal{N} \mathcal{F} \mathcal{M}(\mathcal{A})$ ) impose on the original arrangement $\mathcal{A}$ ?

## I stop here. Thank you!
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