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Freeness

Definition [Voiculescu 1985]: Let (A,p) be a non-com-
mutative probability space, i.e. A is unital algebra, and ¢ : A — C
is linear functional with ¢(1) = 1.

Unital subalgebras A4,..., A € A are called free if we have

w(ay---a;) =0
whenever

° a]E.AZ(]) forall y=1,...,k
e p(aj) =0forall j=1,...,k

o i(1) #i(2),i(2) #i(3),...,i(k—1) # i(k)



Freeness of random variables

Elements ('random variables’) a and b in A are called free if their
generated unital subalgebras are free, i.e.

o(pr(@a1 BIp2()g2(0) -+ ) =0

so(q1<b>p1<a>q2<b>p2<a> g ) =0

whenever
® p;,q; are polynomials

o gp(pi(a,)> =0= go(qj(b)) for all 4,



Examples

Canonical examples for free random variables appear in the con-
text of

e Operator algebras:

creation and annihilation operators on full Fock spaces
von Neumann algebras of free groups

e random matrices



Operators on full Fock spaces

For a Hilbert space H we define full Fock space

o0
F(H)=CQo P H®"

n=1



Operators on full Fock spaces

For a Hilbert space 'H we define full Fock space

0. @)
F(H)=CQo P H®"

n=1
For each g € 'H we have corresponding creation operator [(g)
and annihilation operator [*(g)

(PDh1 Q@ Qhn=9gRh1 Q- ® hn
and

"(g)2 =0
"(g)h1 ® - @ hp = (h1,9)ho @ - - ® hp



Operators on full Fock spaces

For a Hilbert space 'H we define full Fock space

©.@)
F(H)=CQa @ H®"
n=1
For each g € 'H we have corresponding creation operator
and annihilation operator [*(g)

(gh1® - - Qhn=9gRh1 Q- R hn
and
"(g)2 =0
(QQh1 @ @ hn = (h1,9)ho ® -+ & hy,
We have vacuum expectation

o(a) = (2, a2)

[(g)



Freeness for operators on full Fock spaces

If Hq,...,H,r are orthogonal sub-Hilbert spaces in ‘'H and
A:=B(FH), ()= (2,Q)

A; = unital x-algebra generated by I(f) (f € H;)
then Aq,..., A, are free in (A, ).



Freeness for operators on full Fock spaces

If Hq,...,H, are orthogonal sub-Hilbert spaces in ‘'H and
A= B(F(H)), p(-) == (€2,-€2)

A; = unital x-algebra generated by I(f) (f € H;)
then Aq,..., A, are free in (A, ).

Reason: If a; € A;;) with (1) # «(2) # --- #Fi(k) and ¢(a;) =0
for all 5 then

a1a2 a2 =a12® a2 Q-+ Q aps?



Gaussian random matrices

ANy = (az'j)ij:1 2 — My (C)
with



Gaussian random matrices

ANy = (az'j)ij:1 2 — My (C)
with

) az-j = a,jz' (i.e. AN = A}k\,)
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Gaussian random matrices

AN = (az’j)fﬁszl 2 — My (C)
with

® a;; = C_sz' (i.e. AN = A}k\f)

e {a;;}1<i<j<n are independent Gaussian random variables with

1
Ella;|%] = ~
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Freeness for Gaussian random matrices

If Ay and By are independent Gaussian random matrices, i.e.,

e Ay is Gaussian random matrix, and By is Gaussian random
matrix

e entries of Ay are independent from entries of By

Then Ay and By are asymptotically free

12



Asymptotic freeness

freeness relations hold in
the large N-limit

It

asymptotic freeness

lim 90(pl(AN)(h(BN)pQ(AN)QQ(BN) ' ) =0

N —o0
whenever

® p;,q; pPolynomials

o |ImN_>OOg0(pZ(AN)) =0 = |ImN_>OOg0(qj(AN)) for all i,j
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What is state ¢ for random matrices

A}i_"POO 90(pl(AN)(n(BN)pz(AN)qz(BN) .- ) =0
Two possibilities:

e (averaged) asymptotic freeness:

o= Fotr

e almost sure asymptotic freeness:

p = tr, and lim-equations hold almost surely

14



What is Freeness?

Freeness between a and b is an infinite set of equations relating
various moments in a and b:

90<p1(a)Q1(b)p2(a)qz(b) g ) =0

15



What is Freeness?

Freeness between a and b is an infinite set of equations relating
various moments in a and b:

sﬁ(pl(a)m(b)pz(a)qz(b) g ) =0

Basic observation: freeness between a and b is actually a rule for
calculating mixed moments in a and b from the moments of a

and the moments of b:

go(anlbmlanQme - )= polynomial(¢(a’), o (b))
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Example:

o((a" = p(a1) (57" — (™1)) =0,

thus

(@) —p(a”-1)p(d™) —p(a™)p(1-0™) +p(a™)p(d")e(1-1) =0,

and hence
p(a™d™) = p(a”™) - p(b™)
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Freeness is a rule for calculating mixed moments, analogous
to the concept of independence for random variables.

Thus freeness is also called free independence

18



Freeness is a rule for calculating mixed moments, analogous
to the concept of independence for random variables.

Note: free independence is a different rule from classical indepen-
dence; free independence occurs typically for non-commuting
random variables, like operators on Hilbert spaces or (random)
matrices

Example:

o((a-w@1)- (b= e®)1) - (0= p(@)1) - (b-w®)1)) =0,

which results in

p(abab) = p(aa) - ¢(b) - p(b) + p(a) - ¢(a) - (bd)
— (a) - ¢(b) - p(a) - ¢(b)
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Consider independent Gaussian random matrices Ay and By.
Then one has

A}i_rPOOSO(AN) =0, ]\}i_rPOOSO(BN) =0
Jim p(AR) =1, lim o(BR) =1
Jim p(AR) =0, lim o(B})=0
Jim p(AR) =2, lim o(BY) =2

Asymptotic freeness between Ax and By implies then for exam-
ple:

N —o00
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tr(AABBABBA)

tr(ANANBNBNANBNBNAN)
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Understanding the freeness rule:

the idea of cumulants

write moments in terms of other quantities, which we call
free cumulants

freeness is much easier to describe on the level of free cu-
mulants: vanishing of mixed cumulants

relation between moments and cumulants is given by sum-
mMing over non-crossing or planar partitions

22



Example: independent Gaussian random
matrices

Consider two independent Gaussian random matrices A and B

Then, in the limit N — oo, the moments
@ (A" BM1 A2 B2

are given by

#{non—crossing/planar pairings of pattern

A-A--AB-B---B-AA--AB BB,

ni-times mi-times no-times mo-times

which do not pair A with B }
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Example: op(AABBABBA) =2
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Example: op(AABBABBA) =2
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Moments and cumulants

For
w: A—C

we define cumulant functionals «,, (for all n > 1)

by moment-cumulant relation

play---an) = ) kxlag,... an]
TeNC(n)
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w(a1) =r1(a1)

ai
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p(araz) =

ko(ay,an)
+ r1(a1)r1(an)

a1a?



a1a2a3

p(araraz) = k3(ay,ap,as) UJ
+ k1(a1)ro(ap, a3) ‘ U
+ ko(a1,a2)k1(as) U ‘
+ ko(a1,a3)k1(an) m

+ k1(a1)k1(az)k1(a3) ‘ ‘ ‘
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v(ararazas) = U_U—I— H_U—I— u_’—l— u_’—l— L]

p(arasazag) =

+ U+ 2+ U+ U+ Ul
+ U+ U e Y+ T

ka(a1,an,az,as) + k1(a1)x3(a,az,as)
+ k1(a2)kz(a1,az,as4) + x1(az)rz(ay, an, as)
+ k3(a1,a2,a3)k1(as) + ko(ay,az)ko(as, as)
+ ko(a1,as)k2(az,a3) + k1(ar)k1(az)ko(az, as)
+ k1(a1)k2(a2,a3)k1(as) + Ko(a1,az)k1(az)k1(as)
+ k1(a1)ko(an, agq)k1(az) + k2(ar,as)r1(az)k1(az)
+ ko(ay,a3)k1(az)k1(as) + k1(a1)k1(az)k1(az)ky(as)
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Freeness = vanishing of mixed cumulants
free product = direct sum of cumulants
o(a™) given by sum over blue planar diagrams
©(b™) given by sum over red planar diagrams

then: for a and b free, o(a™b"1...) is given by sum over planar
diagrams with monochromatic (blue or red) blocks

31



Freeness = vanishing of mixed cumulants
free product = direct sum of cumulants

We have: a and b free is equivalent to

/in(Cl,...,Cn) — O

whenever

o n > 2

e ¢; € {a,b} for all i

e there are 4,5 such that ¢; =a, ¢; =0
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p(aibiasby) =

r1(a1)k1(an)ro(by, b2) + kolag,an)k1(by)r1(b2)

al al

a2 a2
ai

b2 @H

a2

+r1(a1)k1(b1)k1(az2)k1(b2)
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One random variable and free convolution

Consider one random variable a € A and define their
Cauchy transform G and their 'R-transform R by

G(z) = l—I— Z ('07(7?_:11), R(z) = Z km(a, ,a)zm_l
m=1 m=1

Then we have

¢ Gby+R(G()) ==

o Rotb(2) =Ra(2) + R(2) if a and b are free
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Random matrices: a route from classical to free

probability

Consider unitarily invariant random matrices A = (aij)ff\;'zl

entries — matrix

independence between {a;;} and {by;} freeness between A and B
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Random matrices: a route from classical to free

probability

Consider unitarily invariant random matrices A = (az'j)ff\;'zl

entries — matrix
independence between {a;;} and {by;} freeness between A and B
classical cumulants ¢, of ajj free cumulants k, of A
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Free cumulants as classical cumulants of cycles

et
A= (a;j)ij=1

be a unitarily invariant random matrix. T hen we have

kn(A, ..., A) = Aim N""ten(aro, anz, aza, .- - an1)
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