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- The dot product problem: How large does $E \subset \mathbb{F}_{q}^{d}$ need to be to ensure that

$$
|\Pi(E)|=|\{x \cdot y: x, y \in E\}| \gtrsim q .
$$

- The k-point configuration problem: How large does $E \subset \mathbb{F}_{q}^{d}$ need to be to ensure that a congruent copy of every non-degenerate $k$-point configuration is contained in E?
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- At least in even dimensions this shows that a set of size $q^{\frac{d}{2}}$ can have a distance set consisting of a single point.
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## Theorem

Let $q \equiv 3 \bmod (4), q$ a prime. Let $E \subset \mathbb{F}_{q}^{2}$ such that

$$
|E| \lesssim q^{2-\epsilon} .
$$

Then there exists $\delta(\epsilon)>0$ such that

$$
|\Delta(E)| \gtrsim|E|^{\frac{1}{2}+\delta}
$$
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- The proof proceeds by showing that if $t \neq 0$,
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|\{(x, y) \in E \times E:\|x-y\|=t\}|=|E|^{2} q^{-1}+O\left(|E| q^{\frac{d-1}{2}}\right)
$$

where the error estimate is obtained by using Weil's (Salie's) bound for Kloosterman sums.
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since

$$
\left|\widehat{S}_{t}(m)\right| \leq 2 q^{-\frac{d+1}{2}}
$$

using bound for Gauss and twisted Kloosterman sums.
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- This matches the Euclidean exponent in two dimensions (Wolff (1999)) and beats it slightly in higher dimensions (Erdogan (2005)). Note that these Euclidean results hold for general sets.
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- The exponent $\frac{d+1}{2}$ is, in general, sharp. The sharpness example requires $q=p^{2}$ and we do not know if an improvement is possible in $\mathbb{Z}_{p}^{d}$.
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- When $d$ is sufficiently large, things get better:
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- Attempts to improve the second exponent above lead to a rather interesting problem and this is where we now turn our attention.
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$$
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- where

$$
I_{k}=\left\{t k: t \in \mathbb{F}_{q}\right\}, \text { the line generated by } k .
$$

## Multiplicative sub-groups are difficult to handle
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## Multiplicative sub-groups are difficult to handle

- The $L^{2}$ estimate on the incidence function gives us a better exponent for the arithmetic problem because it allows us to use the estimate

$$
\left|E \cap I_{k}\right| \leq|A|=|E|^{\frac{1}{d}}
$$

- Even the latter estimate is incredibly unlikely to be sharp unless $A$ has much multiplicative structure.
- In order to push the estimates further, it would be great to have a sharp lower bound on $|A+A|$ when $A$ is a multiplicative subgroup.
- However, the best result to date, due to Bourgain and Konyagin, says that

$$
|A+A| \gtrsim \min \left\{|A|^{\frac{3}{2}}, q\right\} .
$$
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## Theorem

(D. Hart and A.I. (2007)) Let $P_{k}$ be a non-degenerate set of $k$ points in $\mathbb{F}_{q}^{d}$. Suppose that $E \subset \mathbb{F}_{q}^{d}$ such that

$$
|E| \geq C q^{d \frac{k-1}{k}+\frac{k-1}{2}}
$$

Then there exists $\tau \in \mathbb{F}_{q}^{d}$ and $O \in S O(d)$ such that

$$
O\left(P_{k}\right)+\tau \subset E
$$
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- Note that any two sets with the same pair-wise distances are equivalent up to a translation and an orthogonal transformation.
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## Theorem

(D. Hart, A.I., D. Koh and I. Uriarte-Tuero) (2007)) Let

$$
J \subset\{1,2 \ldots, k\} \times\{1,2 \ldots, k\} \text { with }|J|=n .
$$

Then

$$
\begin{gathered}
\left|\left\{\left(x^{1}, \ldots, x^{k}\right) \in E \times \cdots \times E:\left\|x^{i}-x^{j}\right\|=t_{i j} ;(i, j) \in J\right\}\right| \\
=|E|^{k} q^{-n}(1+o(1))
\end{gathered}
$$

if

$$
|E| \geq C q^{d \frac{k-1}{k}+\frac{n}{k}}
$$

