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Introduction

Objectives in Missing Data Analysis

Remove Bias
Reduce Variance
Improve Efficiency
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Missing Data Mechanism

MCAR-- Missing cases are a random sample 
of observed cases. No danger of biased 
estimation
MAR-- Cases with incomplete data are 
different from cases with complete data. LR 
method leads to consistent estimation.
NIM—Reason for missing data is explainable 
but unmeasurable. Special attention needed.
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General Approaches

Explicit variance formulas that allow for 
nonresponse
Available case analysis
Resampling and/or imputation
Single/Multiple imputation
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Imputation Approaches
Single imputation method

Generally underestimate the variability of the 
missing data
Produce simple estimators

Multiple imputation method (Rubin, 1987)
Intensive computation
Large memory space for storing multiply-imputed 
data
No work on small-sample repeated measure data
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Available Case/Data Analyses
Maximum likelihood methods (Carriere 1994 
and 1999)
Jackknife and bootstrap methods (Miller 
1974; Efron 1994)
Data augmentation (Tanner and Wong 1987)
Gibbs sampler (Gelfand and Smith 1990; 
Gelman and Rubin 1992)
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Available Data Analysis

Available case analysis - Generally lack 
practical appeal due to imbalance of 
sample bases
Available data analysis – Almost ML 
method with large sample theory
Approximate solutions (SAS, SPSS, etc)
Limited in scope
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Multiple Imputation Theory

Draw missing values from posterior 
distribution  

Posterior of the parameter of interest 

Imputed data set 
Estimators and associated variances

and
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Multiple Imputation Theory
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Multiple Imputation Theory

Consider a linear transformation 

Approximate distribution 

where
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Multiple Imputation Theory
Degree of freedom

Rubin 1987:

Rubin 1999:

: df based on the complete data
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RMD(t, p, s) Model
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Assumption

Missing at random
Monotonic missing pattern

Notation: (Carriere 1999)
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Improper Imputation

Valid if using proper imputation strategy
Improper imputations can still be 
confidence-valid
True even if some important predictors 
are left out of the strategy given that 
fraction of missing is not large.
Simpler improper strategies.
Proxy data from caregivers.
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Imputation Procedures

Step 1: Use the LSE for mean and 
covariance matrix for  

For the usual conditional mean and 
conditional variance.
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Imputation Procedues

Step 2: Draw a chi-square random variable        
with degrees of freedom 
Let 
Step 3:  Draw a random variable      from a 
standard normal distribution and let
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Imputation Procedures

Step 4: Draw a random variable     from a 
standard normal distribution, and impute for 
the missing values in the period

Repeat Step 4 for all missing components in 
period
Step 5: Treat the imputed values as if they 
were actual values and repeat Steps 1-4 for 
the next periods, with replaced by 
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Imputation Procedures

Step 6: Repeat Steps 1-5, M times to 
create M multiply-imputed data sets. 

Substantial empirical work (for example, 
Rubin 1998) has shown that multiple 
imputation with M =3  or 5 works well with 
typical fractions (<30%) of missing data in 
surveys. 
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Comparison

Degrees of freedom
Multiple imputation method

Carriere (1994 and 1999)
Compound symmetric (SYS) 

for both    and
Unspecified (UNS)

for 
for
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Available Data or Imputation?
multiple imputation simple and easy to 
implement and no special software is required

As long as all available data are used, all 
approaches are satisfactory

generally the multiple imputation methods 
not superior to the alternative non-imputation 
ML methods in terms of power of testing 
hypotheses of parameters of interest
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Numerical Example

Analysis of Bronchial Asthma Data
Traditional two-period two-sequence 
two-treatment crossover design
AB group with 8 subjects
BA group with 9 subjects
Goal: estimate the contrast of 
treatment effect (A-B)
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Numerical Example

Induced missing data in second period 
from BA group (MAR)
Proxy estimation: 

I. smaller value in period 2 than in period 1
II. Slight overestimation of actual values 
Both with no bias and similar in variability

Multiple imputation
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Numerical Example
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Numerical Example

Original data—
Residual effect marginally significant
Treatment effect is significant.

Complete subset data
Similar to the original data results
Higher standard errors for estimators

Incomplete Data
Similar to the original data results.
Power is improved
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Numerical Example

Proxy Information
Residual effects not significant
Less sensitive test of treatment effect

Multiple Imputation
High penalty
Qualitatively similar to the original data results.
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Thank you !
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