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PROGNOSTIC CLASSIFICATIONPROGNOSTIC CLASSIFICATION

PROBLEM:

GIVEN :

DATA = { ti, δδδδi, Zi}

Where t is a time random variable (time to the
event of interest), δδδδ a censoring indicator, 
Z a vector of covariates.

FIND:

A classification of individuals with classes
homogeneous and distinct with respect to 
survival experience, described by a tree 
structure involving Z.



PREVIOUS WORKPREVIOUS WORK

1. Gordon and Olshen (1985)
- Wasserstein distance

2. Davis and Anderson (1988)
- Likelihood Ratio Statistic (LRS)

3. Ciampi et al (1987, 1992, 1995)
- Log-rank statistic, Partial LRS

4. Segal (1988)
- Log-rank statistic

Ahn and Loh (1994)
- Patterns of Cox-residuals; two-sample t test

LeBlanc and Crowley (1992, 1993)
- Full likelihood, Log-rank statistic



RECPAM TREE CONSTRUCTION STEPSRECPAM TREE CONSTRUCTION STEPS

Step 1. Build a binary tree

a) Split function : partial Likelihood Ratio
Statistic (LRS)

b) examine every allowable split on the
basis of simple statement on z

Step 2. Determine the right size tree

a) prune the large tree: construct a 
sequence of nested rooted subtrees 
based on Information Weight

b) choose the "honest tree"

Step 3. Amalgamate successively the leaves of



INFORMATION MEASURES WITHIN RECPAMINFORMATION MEASURES WITHIN RECPAM

1) Information Content (IC) at a node

LRS comparing the models

and 

2) Information Weight (IW) of an internal 
node g

Information Loss (IL) of a subtree T - Tg  with
respect to the large tree  T:

01 ( ; ( ) ) e x p { ( ) } ( )h t Q z Q z h tγ=
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Illustration of the elbow rule using maximal split statistic Illustration of the elbow rule using maximal split statistic 
and information loss and information loss 
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ASSESSMENT OF PERFORMANCEASSESSMENT OF PERFORMANCE

1. Percent recovery of the correct structure

2. Optimism (following the outline of Efron 1983)

Where:

- a selection criterion with the smallest REL is expected, 
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SIMULATIONSIMULATION

- 4 scenarios (0% & 50% censoring and presence /

absence of underlying structure)

- 150 replications from each scenario with n=300

- survival and censoring times are generated from the

exponential distribution according  to :

Z1
0 1

Z3

Z4

Z2>= 1>= 1>= 1>= 1 0000

>1>1>1>1 <= 1<= 1<= 1<= 1

>40>40>40>40 <=40<=40<=40<=40    

8.08.08.08.0 4.04.04.04.0

2.02.02.02.0 2.02.02.02.0 1.01.01.01.0

∗∗∗∗



Figure 2. Split functionFigure 2. Split function
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selection: Prognostic Classificationselection: Prognostic Classification
(The true structure has five terminal leaves and 0% (The true structure has five terminal leaves and 0% 

censoring in the data set)censoring in the data set)
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Table 1Table 1
Bias, standard deviation and relative inefficiency by method Bias, standard deviation and relative inefficiency by method 

of model selection: Prognostic Classification of model selection: Prognostic Classification 

with structurewith structure

0.4511.2311.141SE rule 
0.743.30-18.54Min. AIC
0.216.64-7.48Elbow
0.38 9.31 -5.23CV 

50% censoring
1.8912.7623.551SE rule 
0.573.85-13.23Min. AIC
0.3011.33-0.28Elbow
0.3810.770.73CV 

0% censoring
RELBiasMethod ˆ( )selSD op



Figure 4. Number of terminal leaves by method of tree Figure 4. Number of terminal leaves by method of tree 
selection:selection: Prognostic ClassificationPrognostic Classification

(No structure and 0% censoring in the data set)(No structure and 0% censoring in the data set)
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-0.086.08-0.311SE rule 
0.653.43 -15.52Min. AIC
0.08 5.12 -4.99Elbow
0.016.05 -2.66CV 

50% censoring
-0.076.35-0.351SE rule 
0.67 3.67-18.06Min. AIC
0.08 6.14 -5.49Elbow
-0.046.88 -1.67CV 

0% censoring
RELBiasMethod ˆ( )selSD op

Bias, standard deviation and relative inefficiency by method Bias, standard deviation and relative inefficiency by method 
of model selection: Prognostic Classification of model selection: Prognostic Classification 

without structurewithout structure



Bias, standard deviation and relative inefficiency by method Bias, standard deviation and relative inefficiency by method 
of model selection: Prognostic Classification  of model selection: Prognostic Classification  

with structurewith structure

0.308.84-6.68Two-stage
With 1SE 

0.216.64-7.47Two-stage
with CV

0.216.64-7.47Elbow

50% censoring

0.3011.30-0.28Two-stage
with 1SE

0.3011.30-0.28Two-stage
with CV

0.3011.30-0.28Elbow

0% censoring

RELBiasMethod ˆ( )selSD op



Table 4Table 4
Bias, standard deviation and relative inefficiency by method Bias, standard deviation and relative inefficiency by method 

of model selection: Prognostic Classification  of model selection: Prognostic Classification  
without structurewithout structure

-0.086.07-0.24Two-stage

0.015.94-2.42Two-stage
with CV

0.085.12-4.99Elbow

50% censoring

-0.056.73-0.65Two-stage
with 1SE

-0.037.02-1.56Two-stage
with CV

0.086.14-5.49Elbow

0% censoring
RELBiasMethod ˆ( )selSD op



Acute Acute Lymphoblastic Lymphoblastic Leukemia (ALL) Data SetLeukemia (ALL) Data Set

l N=2725 

l Median follow-up time was 2017 days

l 66.1% censoring

l Eighteen  covariates

l Event Free Survival = number of days from study entry 
to the first major study event or time to last follow-up.

– Failure to achieve remission in the initial treatment 
phase, i.e., induction therapy phase

– Death during induction without achieving remission
– Relapse after achieving remission
– Death during remission



Figure 5 Figure 5 

Prognostic Classification for ALLPrognostic Classification for ALL
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> 10 <= 10
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GenderMale Female Intense
chemotherapy

yesno
γ=1.03(0.11)γ=1.03(0.11)γ=1.03(0.11)γ=1.03(0.11) γ=0.56(0.16)γ=0.56(0.16)γ=0.56(0.16)γ=0.56(0.16)

γ=0.74(0.11)γ=0.74(0.11)γ=0.74(0.11)γ=0.74(0.11) γ=0.35(0.13)γ=0.35(0.13)γ=0.35(0.13)γ=0.35(0.13) γ=0.36(0.11)γ=0.36(0.11)γ=0.36(0.11)γ=0.36(0.11) γ=0.00γ=0.00γ=0.00γ=0.00

∗∗∗∗

∗∗∗∗ Cox regression coefficient (SE)

^^ ^

^

^

^

Deviance = 13995.93



Figure 6Figure 6

Prognostic Classification for ALLPrognostic Classification for ALL
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Figure 7Figure 7
Prognostic Classification for ALL Data Set Prognostic Classification for ALL Data Set 

After AmalgamationAfter Amalgamation
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Subgroup AnalysisSubgroup Analysis
l Subgroup analysis refers to analysis that is aimed at 

uncovering possible variation in treatment effect in 
different patient subgroups such as male/female, 
young/old, with distinct molecular profile etc. 

l The question to be answered by this type of analysis is 
-- for whom does treatment work best?

l

l It is reasonable to perform subgroup analysis in 
clinical trials only after the main comparison is shown 
to be significant (Bulpitt, 1988). 

l Possibility of clinically significant effects within
subgroups leading to overall null effect (Gail and 
Simon, 1985) 

– Such a scenario is very unlikely in clinical trials 
(Yusuf et al. 1991) 

l Exploratory analysis



Veteran Administration Lung Cancer Data SetVeteran Administration Lung Cancer Data Set

l N=137

l Six covariates: Performance status, disease 
duration, age, prior therapy, cell type, treatment 
(standard vs test)

l Median follow-up time was 80 days

l 6.6% censoring

l Employing Cox proportional hazards model, 
treatment didn’t reach statistical significance after 
adjusting for the other covariates



Subgroup Analysis for Lung CancerSubgroup Analysis for Lung Cancer

128
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104
112

77
81

27
31

less than or
equal to

47

greater than
47

squamouslarge
small
adeno cell type

γ=1.41(0.54)γ=1.41(0.54)γ=1.41(0.54)γ=1.41(0.54)

γ = 0.33(0.26)γ = 0.33(0.26)γ = 0.33(0.26)γ = 0.33(0.26) γ=−0.80(0.65)γ=−0.80(0.65)γ=−0.80(0.65)γ=−0.80(0.65)

^

^ ^

*

* Cox regression coefficient for treatment effect(SE)

Age

Deviance = 536.864



Treatment effect after adjustment for prognostic Treatment effect after adjustment for prognostic 
factors that did not appear in the subgroup treefactors that did not appear in the subgroup tree--

structurestructure

(0.10, 1.79)0.43-0.84(0.73)3

(0.91, 2.52)1.510.41(0.26)2

(0.79, 8.83)2.640.97(0.62)1

95% CILeaf
ˆ ( )S Eβ ˆH R


