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Daiar minking researchN et BRVveErsiny
eit NElvraska e @nieiie

College of Infermation. Sciencer anciiEchneIoay: IniermateR
Science and technoelogy s arbreadiaRarexpanding ielcheirbasicand
applied science that Encompasses! parts eirmanyidisScCipliRESIthat
relate to information: processing and management: Infiermation
science and technolegy addresses the infermatienritseliFthe
manipulation and management e thENnerRmMation,  aRErthE
application of the infiormatien te manadement anedraecision=maiine
processes. Ihe field encompasses all"aspects o thergeENEration)
transmission, storage, retrieval, analysis, presentation), ancruser o)
information.”

Departments (Computer science, MIS) and programs
(bioinformatics, information assurance, ...)

Data mining research labs Yond Shi (director)), ZRenaxin Chen (cer
director) and other participants (http://dm.ist.Uncmalhareduy)

Some recent research topics:

— Multiple-Criteria Linear/Quadratic Programming
— Text mining for bioinformatics

— Industry/business applications

— Etc.
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Abstract of this talk

As noted Il recent TEEE Founcations el bataivining
(FDM)r wierkshops) datatMinperasIsEER
developed|, theugh vigorousiy, URnderratherad
hoc and Vague concepLs: IErE IS a NEEE O
explore various fiundamental iIssues ot data

mining.

In this talk, we discuss the reasons) ofi Studying
FDM, aspects need to be addiressed, approacChes
to FDM, 'as well as related issues. Materials
presented in this talk are based on publications
by researchers working in this area, as WellFas
the speaker’s personal comments and
observations on the recent development oif FDM.
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@BECHVESIOIRUITSHEIR

“Advertisement s hopefuliyatwillsdraWimoeRe
attentions frem: Dot FESEarChHErRS aiid PraChitiORERS
(Canadians are amoend Mmost actVeresEaichErsHn
EDM)

Explain motivation beRind FDiv
Encourage more people interested in: EDiv

Show! basic ideas behind diffierent appreachiess;
trying to show the variety: off theories anartorbe
representative...

But: Not a comprehensive coverage

Warning: Due to short time of preparation, this
talk is not well-organized!

Also no technical details will be given in this talk
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Outline(SampIENSSUESHONIE
addresseaniriIsieliy

+\What s foundatiensroircataNmiRipe
(FDM)?

+ Why should we stuaV: feuneatienror;
data mining?

+ Whati is t

+« \What is t
field? (W
topics, w

+ What we

Nov. 11, 2005 Fields Institute

1e criteria for EDM?

ne current status off this
nat are the currént research

10 are involved, ete.)
can do about this?
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Wit B (fotinlelzttiofs of clziizl calialinle)) 7

« What i1st EDM (foundationsiof EDM))?
Foundation 1ssNOil introduction o
DM! (compare with: Eoundationiof;
mathematics)

+ It iIs NOT theoretical background
needed for studying datarmining:

+ Retrospective: bottomFupréexaminatien;
generalization and abstraction

+ Second order off data mining? “MiRing*
of mining methods/appreaches

+ Note: Different researchers working-n
FDM may have somewhat different
opinions about FDM
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WighAsitielafotipleleiilopis of elzitel arlirlinie)?

+ Question: There arerendless methods tuseitiNordata minnGgSe
why shiould not spend morertime Inearning aatarmining
methods themselves?

+ A: ICDM Workshoep Foundationst oifaata mining = Persengal
observation:

+ Data Mining has been developed, though vigerousiy, Under
rather ad hoc and vague Concepts.

— Personal observation 1: Popular data mining’ tasksincllde

classification, clustering, association rule mining), eutlier
analysis; sequence analysis, time series analysis, eteci Newr DV
tasks may emerge in the future.

Observation 2: Each task has developed its ownrmetheds, in
a'somewhat ad-hoc manner.

Observation 3: Very different methods are used in each.data
mining task. For example, association rule mining is-quite
independent to cluster analysis.

— We can list more observations...
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Wialaie) sitlely Fotinieleiiiors of izl
Wligllale) (Ceipii,) %

+ For further development o PV arclose
examination om'its felncatIONS SEEIS
necessary. [Altheugh net necessarily.
everybody agrees on this.]

+ There is a need to explore Varieus
fundamental issues oi data Mmining:

+ The study of foundations of data MIRINGHS
In its infancy, and there are probawply: more
guestions than answers. (Mannila-2000)
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Criterarier 2 gere MIECIAeIABIV
(Wishlist)

+ Mannilar (Z000) AN CeeE  CHECRAIGN
data miningl should CoRsides

— thel process off data mining

— Have a probabilitsite nature

— Be able to descibe; different: datar minimge
tasks

— Be able to allow fior the presense; off
background knowledge

— Etc
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Wle)fer felezinit elfsetission an Criiariz for FRIN

Needl tor find arthepreticalNiramEWGKAWIGHING
common oifianglage Be simpleranctreasy to

apply: (Yao):
Provide useiitifresulits thathwe cotlc appiate

the development off datarminineralgortamss
and methods.

Be able tor model typicailldata minimertasikss
Clustering, Classification, asseciation) ete.

Be able to discuss the probability, natlre o)
discovered patterns and medels.

Be able to talk about data and inductive
generalizations of data.

Be able to accept different forms of data
(relational, seguential ete:.)

Recognize that data is an interactive and
iterative process, where comprenending
discovered results is important
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ICRNVINEBIVINY CIHSIHOPNIIG

+ ICDM2004 WORKSHOP Foundations: of Data
Mining (Brighton, UK, Nevember Oi=045
2004) http://WwWw. cs.sisu.edl/faculty/aiin/icdm
04. workshoep.html

+ ICDM2005 WORKSHOP Eoundations oitSEmantic

Oriented Data and Web Minimgr (Hoetiston, iexas)
USA, Nevember 27, 2005)
http://wWww.cs.sjsu.edu/faculty/tylin/ICDMOS5):
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lopICs; einterEsioEDIV]

200451 CRIVIFERINVINVY OSSO PNWININRYACOIITERS)

+ 1. Theory: oif Datar Mining ancarNPISCONVERY

— Develop theory: (or theories) iior datatmining (@nd/or:
for discovery) as a whoele

— Develop theories for each data miRinetasks
— Datia mining Vs. diSCoOVEery.

+ 2. Similarity andl Dissimilarty e llearning and
Discovery
— Concerned with nature off data minine; NEEd e
investigate two underlying concepts
+ 3. lLogicall Foundation off Datar Mining

~ lLogic can be used as the starting peint; logic can
unify various tasks of DM andfcontribute to
formalization of individual DM task
+ 4, Modeling of Data Mining

— to model the entire activity of DM as well as
individual tasks
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fodles oflgigissitior DV (Gt
200451 CRIVIFERININY OrisSHOENWIINIRYACOIITERS)

+ 5. Theory off Patterns (Patternsi cotlcNe daita)
analytic functions, hurRg mMachIRES)

— This Is trying tor develep: theory (G thEGCKHIES)
on the shared properties o mineadl restiitss

+ 6. Sampling and Complexity: RedUction

— Nete this is not just concerned WIthrReWste
do the DM, but also related hew: terVIEW the
nature of DM (for some people, the result of
DM is just a condensed or simplifiea
representation of the original data)

+ (To be continued...)
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Topics eifnieresiioREBIVINGCER
20041 CRIVIFERINVINVY OGSO ENWItINRYACOIITIERS)

+ 7. Uncertainty, i Datar MinineranciDISCoNVERY.

— Uncertainty inf DM caninave Severalfaiiierent
meanings. For exampleé, SINce sofit com UlE] gl
provides various useful technlques NG udmg
fuzzy set theory, rougn: set theoky, ete.) tordeal
with uncertainty’ off data for data anaIyS|s LREY
can be used as the starting point for data, MINIRG

theory.

— Different perspective: Miningl the data by
removing the uncertainty sorthat the NUgget s
revealed. (Discussion of this aspect in mysbooKk:
Data Mining and_Uncertain REasening=Ar
Integrated Approach, Wiley, New York, "2001.)
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JIGRICSIOINZOUSWEIHKSIICP

eundations eit Semantic Orented Daiarana VVepsvinihne

1. TTheory: off High Dimensional DatarMiniincrancNDISCoVERY
2. Similarity: and Dissimilarity el EearmnagrancNDISCoVERY.

3. Logjcal Foundation: off DatarMining aneaiiextiMining

4. Modeling off Datar Mining anat next -Mining

5. T'heory: off Patterns: (Patterns coulariserdata analViie
functions, Turing machines)

6. Sampling and Complexity Reduction

/. Uncertainty in Data Mining and DIScCoVery.

8. Theory of Web Intelligence

9. Foundation of Unstructured Data’ Clustering

10: Modeling oft Data Mining in Grid Computing
Environments

11. Modeling of Data Stream Mining
13. Modeling of Data Mining in Bioinformatics
14. Other New and Novel Approaches
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ASPECISHIEEMGNIETEXPIBIEGNANEIDIVIE

A PESEREINPESPEGHNVE

General aspects:
— Nature off data mining/KDID
DM task aspects:

— [Logical/mathematical iotindations erRENVIGERl
DM tasks

— Commpon (L/M) fioundatiens for diffierent DIV tasks

(Note: the aboeve twe aspects are cleselyirelated
to each other)

— Difference and commonality: ofif DMFtasks

— Interplay/integration off DM tasks

Algorithm aspects:

— Common features of different DM algorthms

Related issues (such as relationshiprwith Uncertaimiy,)
and infrastructure of DM

Nov. 11, 2005 Fields Institute Zhengxin Chen 16




=sjizlo)lisnlinle lagiczfigtinelziiion Y

explerngrineNIaitiereiRBIAsIDID

+ Knewledge discoverRyaast tiaiiisiabieRNG:
Ohsuga, In I Yo SR et aliredsy  FolncatieRse)

Data Mining and KnewledgerDISCoVERY Pp 20k
2A010)))

Knowledge discovery: can be Viewed asia
translation: from nen-symbolic daiiar tersymbolic(Es
discussed ini AT literature) represemntation
(knowledge patterns)).

+ The reason to have this tramnslation s that tRErENS
a large gap between symbolic and non-symbolic
representations: While characteristic ofif symbolic
representation is to eliminate guantitative meastiré
and also to inhibit mutuall dependency: between
elements, non-symbolic processing has 6pposite
characteristics.
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KnowledgeradiscoyVenaastiiesiciien

(Con

+ A guantitative measureNsintrodticeEcNaNtRHERSYEXA 0]
predicate tormeasure the aistancer BEWEERNSYIMNIDOIIE
and nen-sympbelic representations quantitativelN:

= Example off transition matrix ior I10gicalrexXpressions
FAlF G| = G can be written as amnr equivalentimaitn

form, Pg = P f x [, [ffwe can find a transitien ma i
T = | Tl satisfies certain condition’ camn BEMoUnNES

+ Translation can be done in approaches ether than
logic, such. as using an artificial neural" NEtWoRK
(ANN). Although this is to represent an ANNSBY
means of special intuitive logic, the approach Ioses
some advantages of classic logic suchras
expandability and completeness off Inference.
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Vianemanca/ ouReECINCIRENSHEC I

DIVIrtaske ASSeEIatiGINUIENRIRING

< . Y. Lins Mathematicalouncatienreiiassoeiatien
rules= Mining association By seIViRgRntEdaiNIESl;
Inequalities; iRl the same’ Beek CORNtAIRINGIEHE
Ohsuiga paper, pp: 2i1-42

Basiciidea: Data IS altable ol syimbolSE(tokERSH)
and a patterm is any: algebralc/IogicexXpressions
derived from this tablerthat RavernghrstuppoRtsA

pattern (containing generallzed aSSOCIAtIONS) oia
n

relational table cani be fiounal by selvingl a ifitersset
of linear inequalities within a polymaemiaiFtiRIE el
the table|size.

+ Some other interesting points:

— Patterns are properties of the isomorphic class,
not individual relations

— Un-interpreted attributes (attributes) are
partitions; they can be enumerated
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Nojofezignles io) m R

+ Frameworkss Focusingr et RatlRENo;
data mining, comMon iEatlres
and/or overall’ processyoiraatarimining
activities

+ More“specific approachesk 9ased on

specific logical or mathematical
methods

+ Examples follow
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(Earienranmeweis eindeieNnng

(WVtnipilzr 2600

+ Probabilisticl approachsDataiminingNsaVIEWECNaS
the task of finding the URceryiRng oI
distribution: of the variablesHinr theraaitat s
approachi is closely related torthe reductionist
approach of Viewingl data mining as statisStics:

Data compression approachi Data mimiRgis
aimed to compress, the datal Set: By iindING SemE
structure for it. Efg assocaltion rules capre
viewed)as ways of providing conipresSIon| of
parts of the data, a decision tree s considerea
as a compressmn method for the target
attribute, and a clustering Is a way. 0
compressing the data set.
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(Earienraneweiks oiRdeieNinng

(Manniiar2000)N(Eoni:)

+ Microeconemic ViewssDatamipineNsrabeu N iREinG
actionalble patterns; the oniN IRtERESEISHIA
p?_’fjcterns thant camn semeReW: BE USECNONRCHESSE
utility.

Inductive databases: QUERY Concept shieulaNe
extended to data mining; there Is nNorsuchrthing
as discovery, It is all'in the pewer off thier duErRY,
language. The term Indlctive databaSes Feliehs to
a normal database plus the; set off allf SERtENCES
from a specified class of sentences that akre trie
idn th)e data (inductive DB/ = data + theory of
ata).

Note: None of the existing theories satisiiy: allf the
requirements of FDM theory mentioned earlier
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Eraimewoeks:
more recent Progress

Data mining ieundatoRFES arsStHENA6];
three related! dimensionsHChen
20]0)25)

— The philosophical dimemnsien dealsPwiith
the nature and scope of data mininG:

— The itechnicall dimensien CoOVErs data
mining methods and technigues.

— The social dimension concern the secial
impact and conseguences of data
mining.
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AVtEl evel  ErEimEWeao)
Wleelsiligle) Plzitzl Viialigie) (210 et =il

+ The kernel focuses) on therstuEy o
knowledge withoult reference toraata
mining algorithms.

ne technigue levels fiecus on datarmining

gorithms without reference terpartictiai
pplication.
ne application levels focus) onrthe Uty

of discovered knowledge with respect te
particular domains of applications.
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VIOre SPECICIEPPRIOECIHES:
Eoje)lezzll fotipielzition) for FEIM

+ | ogical foundationreirdataNminme
pased’ on BacchlsH propapiityNeEiec
(Xie and RaghaVvan 2002

= Precise definition of Intuitverneticnsy

7 \\

such as "pattern”, “previeusiy: UnkRewWii

77: \\

knowledge,” " potentially: tsefil
Knowledge, ™ etc.

= A logic induction operator s defined o
discovering “previously unknewn, amnd
potentially useful knowledge™.
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VIore SPECHICERPIPACHES:
Granular computingGrHENoEDIV]

+ Granular computing asfa vasisieraate
mining (Lin 2002, TsumeterZ002) andiNae
2001 — JT Yaors descriptiontbelew)

— A concept consists off twoer parts, the IntERsieon
and extension of the concept.

— The intension of a CONCEPL COMNSIStS! Of
properties objects.

— The extension of a concept IS the) Set off
Instances.

- A rule can be expressed: in the form), ¢=>W
where ¢ and w are intensions' of two CONCEPRLS.

— Rules are interpreted usingl extensions off the
two concepts.

Nov. 11, 2005 Fields Institute Zhengxin Chen




GranularCempuiineranc =0 NERSEL
Falsiorny

+ “Granular Computing (Gre)risranrumisiella
term to cover any theories, MethodelegIes)
techniques, andl tools that make tuse: off
granules in problem seiving. ™

+ GrC js'a superset of rough Sset theory:

+ Rough set theory Is one of the maim
directions of GrC.
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REUGIISERITEDRAZRNE
associationitieN NG

I'n" asseciation rule minme, Werare nteresteeMin
finding all- ene-way: associations WhesersUpPet
and confidence are aboVe speciic thireshelies

Explanation Oriented Datar MiRing —NcEasibeninG
using rough set theory: fior association FUlENmMIRING

— Finding associations 1S only: the first step: We
still"need to understand thelr meanings ana
implications.

— Instead of finding phenomenemn only, the
reason for the existence off phenomenon
should be discovered.

— Measures like support and’ confidence are NOi;
enough. Explanation for “Why?” requires other
v 11, 20 gbgrsource or domainsinformation 28




A roughiiniedicCHoRieRNEEUGRINSE]

+ The measure of approximation can be achievear by the
distance between and , hamely Lower
Approximation and Upper Approximation: respectively.
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Eoundation oiciassiicaienienitea
GG PErSPECHVE

Classification’ Rule Indiction Method

Information: table; (this termIsSHremrelgiNSEL
theory) Is used to FeEpresent al SEt Off GIjEEtS

Use granule centered strategies Instead ol
attribute centered strategy.

A Family of Granules ferms) a partitiony.
granulated view: of the UnIVErse.

View Point of GrC on DM
Characterizing individual granules;and-{naing
relationships between thergranules

— Represent the relationship in if-then rules

Di1|:ferent granulated views — Different levels; of
rules
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Classification Rules

+ Example:

short
R
tal

|08 | short [blond] brown | . |

03
05

— Iff we are interested in (Class; ) CONCEPL thE
rows involved are; {o1l,05,06 . Using granties
produced based on Helght, Hair " ancaNEyEs/We

can get these rules:

«IE (Hair, red) THEN (Class; +)
+IF (Hair, blond) A (Eyes, blue) FHEN

(Class,+)

+IF (Hair, dark) THEN =(Class), +)
+IF (Hair,red) v (Hair, blond) A (Eyes; blue)

THEN (Class,+)
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Blzitzl apliplifle) 215 cjarierallizzrtof):
Anoier eI PERSPECHVE

E. Menasalvas and A \Wasiiewska Data
pPreprocessing anal datarminmeras gEREraliZzation
process, Proc. IEEE FIDM 20055 pp:iisSSsuisys

A generalization modelrisfaefnearastarsystemnG
4-tuple) consisting of UniVerse, deEneralization
states, generalization operatorsianad

generalization relation.

A knowledge generalization: systemlis definead
based on the notion off Information; systemiin
rough set theory (in whichi al set 1S describedin
terms of its upper and lower approximation):

A granular view of data minin? IS then formalizea
in terms of knowledge generalization; system.
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VISIBIVISEINEIBIY]

+ Multr-RelationaiFDatas Mg v RIDIVINSREHENTIUIGE
disciplinary: field dealingwWith knowled?e CISCOVENRY
from! relational databases consIStNG oRmuItPIE
tables. httpE//AWIWE
ai.ijs.si/SasoPzeroski/MRIDM2004Y.

Inductive inference: it generalizes fremiinaiviaiial
Instancesyobservations/ejeCts Nt the PRESENCE 6
background knowledge, finding reguilarities
/hypothesis about yet URseentinstances:

Why study MRDMiin the context ofi FDMF:
Inductive logic programming (ILP) that
underlying MRDM can serve as a common
ground for different DM tasks, thus
contributing to FDM (never noted before):

Example: WARMR algorithmi for aSsociatioRsiie
mining Is based oni Apriori algorithni foFmIRINgG
association rules in multljp e relations. Used Dataleg
for representing data and background: info.
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MR BN EBIVINCORE)

+ MRIDM [s stlUdled BV reSEarCHIERS
outside; off FEDMFrcampil@ne may e

oe willing| ter lapelr thelFWorKSaSHio):

=DM)), and ne attention Nas veen

Daid by FDM! researchiers. ButMRIDIM
IS relevant to FDIM.

+ Problems (or at least petential
problems) of MRDM for FDM:
efficiency, scalability, etc.

Nov. 11, 2005 Fields Institute Zhengxin Chen




Oiher candidateiieonesHoR =PIV

+ Genetic algorithms (GA)GANGKR
classification, ClUstering, asseclatien ruie
and other types of mining

+ Artificial neural networks (ANNIEANNNGR

classification, association:..

+ Note:~Although there has Been signiicanis
amount of research work en using GA;
ANN, etc. for data mining, fiocts Nas) PEER
on developing efficient algorithms. In
order to use them for EDM, additional
aspects should be examined.
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Additional aspecis aneielaticaNSsHES

+ “Borders” off DM tasks: cotld be bItiFred:::
— [is| this) classification O aSSeCIatioR

+ Interplay: off DMFtasks
— E.g. Classification + association

+ Parameter-free data miRing:

— Danger of Parameter-laden algorthmsilincormect
settings may cause an alﬁoirthm wo) el la) flnlellnle

true-patterns, the algoerithm may: FrEport spUieus
patterns that do not really’ exist o oVerestimate
the significance off reported patterns

— Compression-based DM paradigem: hHas DEER
Froposed to allow Parameter-free or parametes-
ight solutions to various DM tasks incluading
clustering, classification and anemaly. detection(t E:
Keogh, S. Lonardi and C. A. Ratanamahatana,
Towards parameter-free data mining, KDDr 2004):

Nov. 11, 2005 Fields Institute Zhengxin Chen 36




SIdEmoeIe:
Data miningras ARPA N ROWEEENGB)

RtEE/AWWW: 8l era/AINICRICS iainil /AR e

+ Data minmgistanrAINeOWEREE 00)
that can discover tserul
Information Withinrar dataasertiat
can then be used e ImproVve

actions.

+ Data mining: "Tthe Rebirth OFf
Artificial Intelligence™

+ -- Can these perspectives be;used
as starting point off FDM?
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A non-conclusive conclusion

Advantages ofi studyingl FDME Better tnderstana
the nature; off DM, more systematic Wal ol
conducing DM activities

Shared goall (with somewhat diffierent eEmpnasis))
diverse approaches, different opiniens

Will*we succeed — or, What would be the possible
outcome?

—_Can we achieve this ultimate goal: ATinal*
theory (or theories) of data mining?

— ... But at least along the way: there will-be
many interesting theoretical results Usertiin
practice
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Generallrelerencesyior Vi

ICDM Feundation o DatasMinme\VerksShe)p
proceedingss (Proceedingss Z0 0220057 2004 ana
2005) Free 2004 online proceedlngs S available
at:

http://WWW. €s. sisuled U/ fiactlity/EyRy/Icaim0 2ol
kKshop. htmi (Previousyears procecaingSravailable
as hard copies only)

Lin, T.Y., Ohsuga, S., Liau, C.-J., Hu, X. (Eds))
Foundations.and Novel Approaches in Data
Mining, ‘\Springer, 2006 (tor appear)

Lin, T.Y., Ohsuga, S., Liau, C.-J., Huaj, X.:
Tsumoto, S. (Eds.), Foundations ofiData MiiRg
and Knowledge Discovery, Springer, Nov. 2005;

Chu, Wesley; Lin, Tsau Youngl (Eds.),
Foundations and Advances in' Data Mining,

Sp r/nger, Nov. 2005.
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5ESIC eaaingsHEneNeCKaeUIRENAIG)

+ J. 1. Yao, Panelfdiscussion o ERDMEatRS@IEZ2004
AR/ /WWW2S CSrukEaliiahcay ity e ey CoRiyIZER EIEIDIYE
(0] 8)¢
Heikki Mannila, Theoretical ErameworksHoDaita
Mining, 1999FACMISIGIMO PNV OrKshop GRTRESEahEH
Issues in Data Mining and Knewledge DISCOVELRY,
(DMKD); alsoi inf SIGKDDExplore, 1(2)) pps S0=52)

2000.
http: //portal.acm.org/citation.CiimZId=84:61 CHIAColI=
portal&dI=ACM&CEID=55698756CEIOKEN=9558

561

Z. Chen, The three dimensions of data mining
foundation, Proc. ICDM EDM Woerkshop), 2002.

Y. Yao, N. Zhong and Y. Zhao, A conceptual
framework of data mining, Foundations en Data

Mining (to appear).
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GrantiarcompuinoNGHENo);
=D\

+Yao, Y.Y., PeErspectivesioiiGranuizE
Computing:, Proc. Z00USHiEEE
Conrerence on Granular ComplLhEG:

+J.T. Yao, Y.Y. Yao, and Y. Zhao),

“Foundations: of: Classification:, IR IEYs
Lin,/S., Ohsuga, C.J. Liaw, and X Hi
(Eds), Foundations and Novel
Approaches in Data Mining, SprRger-
Verlag, 2005, pp7/5-97.
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VIRDINVINETerences

+ S. Dzeroski,  MulbERElatienalNDataRViiRines
An Intreduction, SIGKDIDFEXPIOratIoN
5(1), 2003.

+ P. Domingoes, Prospectsi anal ChalleEndesiion

Multi-Relational Data Mining, SIGKDD
Explokation, 5(1), 20035.

+ (These papers and related papers can e
downloaded at
http://www.acm.org/sigs/sigkdd/explorati
ons/issue.php?issue=current)
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ReferenceronEolneElenRre)
association rules

+ Mohammed 35 ZakiranasMICSHIRnoe
Ogiharal, heoreticalFEouRncations
of Association RUles; i
Proceedings of 3 rd SIGMODP S5
Workshopromn Researchl Isstuesiin
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