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Multiple Blocks
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Multiple Blocks

2-way tables of data are ubiquitous.

Two 2-way tables are common.

Multiple 2-way tables are becoming important:

ClinChem, metabolism, proteins,gene expression.
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Multiple (Linear) Blocks

……..

Horst. 1965. Factor analysis of data matrices.

Pittman, Sacks, Young. 2001.
3-Way Analysis.

Martens. 2004.
U-Analysis
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Outline

• Sketch the rSVD algorithm

• Wine tasting data set

• Forestry species profile.

• Comments 
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Data Matrix

Goal: permute the rows and columns to find patterns.

Problems:
1. Large, 10s to 100s of rows and columns.
2. Missing data
3. Non-normal data.
4. Outliers.
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X  =  λ * LHE ‘ * RHE  +  E

1. Guess at LHE.
2. Linear regression of LHE on column of X.
3. Element of RHE is the regression coefficient.
4. Switch LRE and RHE, iterate. Alternating LS regression.
5. Use robust regression method. Least trimmed squares.

= + E
X

y = bx + e

Robust SVD
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California Versus All Challengers,
The 1999 Cabernet Challenge

• 47 wines judged by 32 wine experts

• No data for 1 wine

• One missing data point

• Results are ranks of wine by each judge
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Original Data

The missing cell is colored yellow.
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Plot of Eigenvalues 

The plot suggests one or two components.
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Component 1

Judges are divided into the following groups: 1-3, 4-7, 8-11, 12-26, 27-32
Wines are divided into the following groups: 1-4, 5-17,18-27,28-41,42-46
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1st EV System
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Species Profile Data Set

Y : 12 Species of trees
X : 7 Categorical predictors, 30-7 total categories
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PLS Multi-Block Strategy

Y 1X1X’Y’ 2X2X’ Etc.

Y’ 1X’ 2X’
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Data

Goal: Group species profile 
based on site characteristics.
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Raw data
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rSVD Species
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1st EV System

1. 4/5 clusters of sites.
2. 3 outlier sites.
3. 2 species groups.
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Y Eigenvalues
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Raw data
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Component 1

Quite a bit of
imagination!
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Component 2

NB: 2nd level clustering.
Real? Not sure. EV looks real.
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Component 3

Looks random.
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(PLS) Multi-Block Strategy

Y 1X1X’Y’ 2X2X’ Etc.

Problems:
1. Linear.
2. Complex analysis and visualizations.
3. No direct focus on individual variables.

Horst, P. (1961), Kettering, J. (1971), PLS guys.

1X’Y’ 2X’
Etc.
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Staged (Interactive) Recursive Partitioning

Y 1X 2X Etc.

Advantages
1. Non-linear.
2. Easy to interpret.
3. Focus is on specific response and predictors.

See also, CS Multi Relational Data Mining.
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Data

Target Response.
1. Most common tree.
2. Highest average.
3. Selected by rSVD.
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RP on Target Response
Response with largest variance.

Soil depth.

Hypothesis testing based
recursive partitioning.

www.goldenhelix.com

Sun exposure. 
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Multivariate
Recursive Partitioning

Protected, North
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Multivariate, Multiple-Tree

Recursive Partitioning
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Relationships among Predictors

Red
Synergism

Blue
Correlated
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Summary

rSVD : Identify variable relationships.

RP : Organized and applied in stages
based on subject matter organization.

Obvious : go after genes, proteins, metabolism.
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References

rSVD : Liu, Hawkins, Young. PNAS 2003.

Recursive Partitioning. www.goldenhelix.com

www.niss.org/PowerMV  (Jack Liu, Jun Feng)

Post docs at NISS and SAMSI  - Apply!
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Needed research

• Analytical stopping rule for rSVD
• Scale rSVD (hundreds*thousands) Done
• Good visualization methods Done
• Benchmarking (works well at drug 

companies)
• Linking to row and column annotations 
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Review Computation of rSVD

Segmentation
1.  Rank R and L eigenvector elements
2.  Reorder rows and cols of data matrix
3.  Segment

= + +…+

= + +…+
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Deep Clustering

= +…+

1.  Select a 2D segment from the original matrix.
3.  Re-compute rSVD.
2.  Reorder rows and cols of data matrix
3.  Re-segment

Continue, as makes sense.
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Y  =  eigenvalue * LHE ‘ * RHE  +  E

rSVD :
1. Clusters rows and columns at same time.
2. Automatic weighting of observations.
3. Automatically deals with missing data.
4. Robust to outliers.



37

References:

Papers 122 and 123 www.niss.org

Li, Hawkins, Young (2003) PNAS 

Orley Ashenfelter, California Versus All 
Challengers: The 1999 Cabernet Challenge

Coming: PowerMV from NISS.
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Biplot
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Goal

Group species profile based on site characteristics.


